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Introduction

Thistextbook likeall textbooks, wasborn of necessty. When | went looking
for a suitable textbookfor my course onLexicd-Functional Grammar at the
Hebrew University of Jerusalem, | discovered that there wasn't one. So |

dedded to write one, based on my ledure notes. The writing accéerated
when, while | was on sabbaticd at Stanford University (August 1999—
February 2000, Dikran Karagueuzian of CSLI Publicaions expressed
interest in pulishingit.

Thistextbookis nat intended as an introduction to syntax. Throughot,
it isassumed that the reader isfamili ar with elementary conceptsof syntadic
theory and with contemporary derivational syntadic theory (Government/
Bindingtheory and/or the Minimali st Program). | beli eve that thisapproach
is condwive to opening up a dialog ketween dfferent “camps’ within
generative syntadic theory. It is a mistake for any student of contemporary
lingustictheory to betaught asingle theoreticd framework asif it represents
an overriding consensus in the field. Being that derivational theories have a
recogrized centrality within thefield, theassuumptionbehindthisbookisthat
students are first introduced to a derivational theory, and then at a more
advanced level lean alternatives. (Coincidentally, or not so coincidentally,
this situation also matches my teading experience) This bookis aimed at
such students, and therefore attempts to motivate the concepts and formal-
isms of LFG in relation to derivational approades. It is my hope that this
approach will also make this book an appropriate one for professonal
lingusts who wish to aaquaint themselves with the basic principles and
concepts of LFG.

Unlike most expasitions of LFG, this bookfocuses on English. While
much has been dorein LFG onother languages, andthe typdogicd read of
LFGisoneof itsstrongest paints, | believe that there is pedagogcd valuein
focusingonasingelanguage, onethat the student knows. Many studentsare
initially turned off by having to wade through dta from an urfamiliar
language. (I can attest to this from personal experience) Thisapproadc also
provides a more cohesive view of the theory than jumping from language to

Xi



Xii / LEXICAL-FUNCTIONAL GRAMMAR

language would. It all ows usto devel op aminigrammar for the language, as
isstandard intextbooksonother formal theories, such asAkmajianandHeny
(1975 onthe Standard Theory and Sag and Wasow (1999 on Head-driven
Phrase Structure Grammar.

Thistextbookwaswritten by adescriptively oriented generative syntac
tician for other descriptively oriented generative syntadicians. As a result,
there are many isaues that are important in LFG that are not raised herein
any serious way. For example, there is no dscusson d the mathematicd
properties of the LFG formalisms or of computational applications, even
thoughbath of these have dways been central concerns in LFG reseach.
Throughou, the formalism isjustified onthe basis of descriptive lingustic
considerations. Similarly, there is no discusson here of “glue-language”
semantics or other isaues concerning the relation between LFG syntax and
other comporents of the grammar. References are made to the literature on
some of these isaues, and the interested student can pursue them given the
badkground povided by this book

Like any living theory, LFG is continually developing, and there ae
disagreements abou certain detail s among LFG lingusts. The writer of a
textbook must wrestle with the problem of exadly what perspedive to
present. Naturally, my own preferences (and research) have influenced the
presentation of the material in thisbook but | hope that | have been fair to
LFG as a whole. Where there is no consensus and | have chosen ore
particular approach, | have noted this.

| would like to thank people who commented on the manuscript or
helped me in other ways: Farrell Ackerman, Paul Bennett, Joan Bresnan,
Aaron Broadwell, Mary Dalrymple, Maka Rappaport Hovav, Tsipi Kuper-
Blau, HelgeLadrup, Irit Meir, Rachel Nordli nger and Jane Simpson. | would
also like to thank my wife Brandel, who looked at parts of the manuscript
with an editor’s eye and made hel pful suggestions onwording. | would like
to thank Dikran Karagueuzian, Chris Sosa, and Kim Lewis of CSLI
Publicationsfor all their help and suppat. Most importantly, | would liketo
thank all my students, past and present, who have taught me how to tead; |
hope some of that has foundits way into the book Of course, nore of these
people isto blame for any remaining problems. My computer accepts full
resporsibility; it put the mistakesin when | wasn't looking.

Finaly, | would like to thank my wife Brandel and my sons Eli, Yoni,
Mati, and Gabi for putting upwith my obsessonto get thistextbookfinished.
Thank you



To the Student

Welcome!

As gtated in theintroduction, the purpose of thistextbookisto tead the
theory of syntax cdled Lexicd-Functional Grammar. The concepts of the
theory are built up pieceby-piecethroughou the book As aresult, it is
important to redizethat the individual chaptersare not self-contained. Each
builds on what came before and the results are subjed to revision in
subsequent chapters. A number of chapters have lessessential appendices at
the end; these shoud be cnsidered optional.

The end-of-chapter exercises are an inherent part of the material in the
text. In some cases, they give the student achanceto pradiceatopic covered
in the chapter; in other cases, they point to an addition to the analysis
developed in the dchapter.

Finally, a few words abou bibliography. In general, the important
bibliographic references are cited in the end-of-chapter “Additiona
Realings’ sedion, rather thaninthetext of the chapter itself. For thisreason,
the sources of most of the important conceptsin LFG will nat be mentioned
wherethe conceptsthemselvesareintroduced. Therearetwo reasonsfor this.
First, centralizing the bibliography makes it easier to find the references.
Seoond, most of the concepts we will be discusgng are widely acceted in
one form or anather in the LFG community; whil eit isimportant to cite the
original source, it isalso important to recogrize that they have become the
basis on which all work in LFG is based. Ancther thingto keep in mindis
that the bibliography focuses on LFG material. In general, there ae no
referencestowork in other theoreticd frameworksonthe basic constructions
of English, most of which is probably already familiar to you. Thisis not
becaise they are nat important, but smply because the purpase of thisbook
isto focus on LFG analysis.

Xiii
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Welcome to Lexicd-Functional Grammar

1.1 Introduction

Generative linguistics or generative grammar, a field of study that
originatesin thework of Noam Chomsky, isan attempt to discover the nature
of thehuman languagefaaulty, spedficdly of Universal Grammar (UG). The
immediate goal of this approac to lingustics is to develop mathematical
models of various aspeds of human language. It isthroughthe development
of such models that formal claims abou language can be expressed and
tested.

Much work in generative lingustics has focused on modeling the
syntadic comporent, the comporent of language that deds with the
combination of words into plrases, clauses, and sentences. This is not
coincidental. Syntax, unlike such comporents as phoretics/phondogy,
semantics, and pragmatics, isa system that is purely internal to language. It
doesnat interfacewith norli ngustic cogritiveor motor systems. It thusplays
a catral rolein organizing the entire lingustic system.

Perhaps the best-known model of syntax within the generative tradition
is the one known as transformational syntax. Thisisamodel that has been
devel oped by Chomsky and hisassociatessincethe 195G, Various develop-
ments of this model are known by names such as the Standard Theory, the
Extended Standard Theory, the Revised Extended Standard Theory,
Government/Binding theory, and the Minimalist Program. Despite dl the
changes, refleded by the diff erent names that transformational theory has
taken, certain assumptions uncerlie all transformational theories. Among
these asumptions are the foll owing:

*  Syntadic representations are immediate-constituent structures, conven-
tionally represented as trees. The configuration of constituent structure
trees defines al crucial concepts of syntax (such as c-command).
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e Grammaticd functions (also cdled grammaticd relations) such as
“subjed” and “objed” are not elements of syntadic representation.
These functiongrelations are notions derived from the constituent
structure, with the subjed configurationally higher than the objed, and
in some sense “external” (outside the VP, outside the V', etc.).

» A surfacesyntadic representationistheresult of operationsthat take an
existing constituent structure and change it into a smilar but not
identicd constituent structure. These operations are cdl ed transforma-
tions, andare the sourceof thename*transformational grammar.” While
the details of transformations have changed over the yeas,
transformational operations have included movement of constituents
from one pasitionin the treeto ancther, the insertion a merger of new
elements into an existing structure, and the deletion a erasure of
elements. In such atheory of grammar, the most sali ent fedureisthe set
of conseautive representations of a grammaticd sentence, often cdled
aderivation. For this reason, atransformational approach to syntax can
also be cdled aderivational approad.

»  Whiletherole of the lexiconin transformational grammar has changed
drasticdly over the yeas, it tends to be seen asrelatively limited. The
lexiconisgenerally seen aslittl e more than arepaository of idiosyncratic
information. Thisislesstrue of some versions of derivational theories
than others.

While transformational theory represents the gpproach to syntax taken by
most generativists, there are other approaches aswell . These approaches are
based onthe rgjedion o some or al of these underlying assumptions of
transformational syntax. Thisbookisabou one such aternative approac to
syntax: Lexicd-Functional Grammar, or LFG.

LFG rejeds the ssumptions of transformational theory, nat its goals.
The basic argument for the LFG approach to syntax is simply that certain
transformationali st assumptionsareincompatiblewith theseach for atheory
of Universal Grammar. LFG istherefore avariety of generative grammar, an
aternative to transformational theory. In this book we will occasionally
compare the LFG approach with that of transformational theory, generally
Government/Binding (GB) theory (Chomsky 1981, Chomsky 1986, andto
aleser extent the Minimalist Program (MP; Chomsky 1995.

LFG was developed in the mid-to-late 1970s, a period in which many
different ideas abou syntax were being explored. For example, thisisthe
periodin which many of the basic concepts of GB were developed. It wasin
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the late 19705 that Generali zed Phrase Structure Grammar (GPSG; Gazdar,
Klein, Pullum, and Sag 1989 was developed—a theory that has snce
evolvedinto Heal-driven Phrase Structure Grammar (HPSG; Poll ard and Sag
1994 Sag and Wasow 1999. And athoughit began in the ealy 197G, this
was aso the formative period of the theory of Relational Grammar
(Perlmutter, ed. 1983. Other attempts at modeli ngthe syntadic comporent
of grammar, many sinceforgotten, were dso creaed then.

LFG developed in this period out of the work of two people. The first
was Joan Bresnan, asyntadician and former student of Chomsky’s, whohad
become concerned abou psychali ngustic evidencethat seemed to show that
something was wrong with the concept of transformations. She started
developing an alternative approach, which she cdled a Redigtic
Transformational Grammar, in which part of the work dore by transforma-
tionsin standard approacheswas dore inthelexiconinsteal (Bresnan 1978.
The semnd person was Ronald M. Kaplan, a computational lingust/
psychadlingust who was working ona parsing model cdl ed the Augmented
Transition Network (ATN; Kaplan 1972. They redized that they were
pushing in similar diredions, and dedded to collaborate. It is out of this
coll aborationthat LFG wasborn, andto thisday Bresnan and Kaplan are the
key playersin the LFG world.

To understand what LFG is and how it differs from transformational
syntax, wewill begin by examiningthe name of thetheory: what ismeant by
“lexicd,” what ismeant by “functional,” and what is meant by “grammar”?
Aswe discusstheliteral meanings of the partsof the theory’ snames, we will
also seerelated aspeds of the theory.

12 “Lexical”

A lexicd (or lexicdist) theory is one in which words and the lexicon day a
major role. To some extent, thisistrue even in GB: the Projedion Principle
attributes certain syntadic patters to properties of words. In the Minimali st
Program the derivation begins with a “numeration” (set) of lexicd items,
which are merged into the structure in the course of the derivation. Some
versions of GB even remgnzethe existence of lexicd operations, such as
alterations to argument structures. These views in GB and MP depart from
ideasin ealier transformational theory, and bring them closer to alexicdist
approach.

There are, however, some interesting ways in which words are not as
important in GB and MP as (perhaps) they ougtt to be. One crucia way in
which words are nat important in transformational theory isthat it does nat,
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in any of itsincarnations, adopt the Principle of Lexical Integrity. We state
the principle in preliminary form as (1).

D Lexical Integrity Principle (preliminary)
Words are the “atoms’ out of which syntadic structure is built.
Syntadic rulescannd creaewordsor refer totheinternal structures
of words, and ead terminal noce (or “led” of thetreg) isaword.

One example of a violation of the Lexicd Integrity Principle in
transformational theory can be seen in the standard GB analysis of V-to-|
movement constructions. Consider the sentence in (2a). Its underlying
(D-structure) representationis giown in (2b).

2 a. Thedinosaur isedingthetree

b. IP
DP /'\
| VP
the dinasaur ‘ /\
[present tense] \% VP

edingthetree

Consider the status of the word is, one of the “atoms’ out of which this
sentenceis built acwordingto the Lexicd Integrity Principle. Under the GB
analysisit is not a part of this structure; the syntax bulds it throughV-to-I
movement. It is the syntadic adjunction d the V be to the present tense
feaurein | that credesis. And what is present in D-structure under | is not
even aword: it is an infledional fedure. This analysis, then, violates the
Lexicd Integrity Principle, both by \irtue of building a word through a
syntadic operationandbecaisethe syntadic structureiscreaed out of things

Detail sdistinguishingthisparticul ar version of the analysis from moreelaborated ones (VP
internal subjed, exploded infl, etc.) areirrelevant.
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other than words.?

The Lexical Integrity Principle is a proposed principle for a theory of
syntax. Like the A-over-A Principle of Chomsky (1973), the Projection
Principle of Chomsky (1981), the Greed and Procrastinate of Chomsky
(1995), or any other hypothesized principle of grammar, it isa potential step
toward the goal of a constrained theory of grammar. All such principles are
worthy of exploration; the way to explore such aprincipleisto examinewhat
kinds of analyses are consistent with it, and to explore its explanatory
potential. Inexplicably, while transformationalists have experimented with
innumerable principles (and ultimately rejected most of them) they have
generally® not considered the L exical Integrity Principle. The ultimate test of
any proposed principle of language is its ability to lead to well-motivated
analyses of linguistic facts.

The resistance that transformational theory has shown to the Lexical
Integrity Principleisall the more surprising because it carries afair amount
of plausibility. The essential claim behind the Lexical Integrity Principleis
that syntax cannot see theinternal structure of words. It haslong been noticed
that word structureisdifferent from phrase and sentence structure. Thisisthe
reason that while semantics and phonology refer indifferently to meaning/
sound structure both above and below the level of the word, linguists have
usually distinguished between structure above the level of the word (syntax)
and structure bel ow thelevel of theword (morphology). Thereare many ways
to show that word structure is different from phrase and sentence structure.
We will mention two here. Firgt, free constituent order in syntax iscommon
cross-linguistically; many languages lack fixed order of the kind that one
finds in English. In morphology, on the other hand, order is always fixed.
Thereis no such thing as free morpheme order. Even languages with wildly
free word order, such as the Pama-Nyungan (Australian) language Warlpiri
(Simpson 1991), have afixed order of morphemes within the word. Second,

2In the Minimalist Program the syntax does not build words: isistaken from thelexicon. In
this respect, it is more consistent with the Lexical Integrity Principle than older versions of
transformational syntactic theory. However, as with the GB and earlier accounts, abstract
inflectional features still occupy their own structural positions in the Minimalist Program. In
addition, feature checking requires the syntax to analyze the interna structure of the inflected
verb.

3A notable exception is Di Sciullo and Williams (1987).
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syntadicandmorphdogicd patternscan diff er withinthe samelanguege. For
example, note the difference in English in the positioning of heal and
complement between syntax and morphdogy.

(3) a [V' eaheaﬂ tOmatoescomplement]
b' [N tOmatocomplement eaerheaj]

At the phrasal level, heads precede their complements, whil e at the level of
the word heads foll ow their complements. If word structure is distinct from
phrase and sentence structure, it stands to reason that the comporent of the
grammar resporsiblefor the latter isdistinct from the one resporsible for the
former. This is esentially what the Lexicd Integrity Principle says.
Consequently, the Lexicd Integrity Principle is a plausible comporent of a
theory of syntax.

A theory that respeds (some version d) the Lexicd Integrity Principle
can be said to be alexicdist theory. Thisis atheory in which words play a
central role in the syntax: syntadic structures are composed of words. It is
also a theory in which the lexicon will play a central role, sinceit is the
component in which words are aeaed. LFG is a lexicdist theory in this
sense.

Marantz (1997 purports to provide evidence against lexicdism, going
so far as to dedare lexicdism “dead, deceaed, demised, no more, passed
on’. However, nowhere does he aduall y addressthe heat of lexicdism: the
Lexicd Integrity Principle and the ideathat structure ébowve the level of the
word differs from structure below the level of the word. Instead, Marantz
argues, on the basis of idioms, that words are not unique in (sometimes)
having idiosyncratic semantics. Therefore, form-meaning pairs canna be
isolated in the word. Furthermore, Marantz argues that idioms canna be
listed in the lexicon becaise idiom chunks canna be Agents. Under
Marantz's assumptions, the thematic role Agent is“ projeded” in the syntax
by a functional caegory rather than being a lexicd property of the verb.
Therefore, Marantz views the mndtions on pasble idiomatic meaning as
syntadicrather thanlexicd. However, withou theassumptionthat alexicadly
unjustified caegory “projeds’ the Agent role, the conclusion does not
follow. Thetrue generalizationabou idiomsisdightly different in any case;
as we will discussin Chapter 4, it seams to be based on a hierarchy of
thematic roles. The isaues that Marantz raises are irrelevant to the question
of whether syntadic theory shoud adopt the Lexicd Integrity Principle.

However, lexicdism goes beyond the Lexicd Integrity Principle.
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Consider the passve construction. There have been many analyses of
passvizaion proposed in the longhistory of transformational theory. Some,
such astheincorporationanalysis of Baker (1988, seethe passve morpheme
asaseparate syntadic constituent that combines syntadicdly with the verb.
Suchanalysesclealy violatethe Lexicd Integrity Principleinthe sameways
asV-to-I movement: the atomsof syntax are not words, andthe syntax buil ds
words.* However, there is ancther transformational analysis, outlined in
Chomsky (1981), which treds the passve morpheme asasignal of alexicd
change in the verb’'s argument structure (6 grid in GB termindogy). The
passve morpheme causesthe subjed argument to be suppressed. Thisresults
in a lexicd argument structure with an oljed argument but no subjed
argument. Asaresult of aprincipleof GB cdled Burzio's Generali zation, the
verb alsolosesitsability to“assgnCase.” In the syntax, the objed argument
becomesthe subjed by undergoing NP movement, amovement triggered by
the objed not getting Case in situ. The NP movement is thus an indirect
result of the lexica change in argument structure. This can be shown
informally by the foll owing chart.

4 One GB analysis of passve
( subjed , obed )
lexicd change I
( © , obed )
syntadic change I
( @ , subed )

This is an esentialy lexicd analysis of the passve, since the syntadic
change is triggered by the lexicd change. However, the redizaion d the
adive objed argument as subjed is sill inexplicably attributed to a
derivational syntadic process Fromthe perspediveof lexicdi st syntax, there
isa dea dlternative, in which there is no syntadic derivation. (Again, this
isan informal demonstration.)

“For arguments against the incorporation analysis of passvization from a GB perspedive,
andin favor of the lexicdist GB approach, seeFalk (1992.
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(5) Potential lexicalist analysis of passive
( subject , object )

lexical change I I
( @ , subject )

Such an account issimpler, in that it unifiesthe two changes associated with
the passive construction.

Thereisalso evidencethat the lexicalist account issuperior to the mixed
lexical-syntactic GB approach, asdiscussed by Bresnan (1982a; 1995b). One
such piece of evidence, avery strong one, comesfrom thefact that passiviza-
tion feedsother lexical processes. For example, participleswith no obligatory
nonsubject arguments can be morphologically converted into adjectives
through zero-derivation. In the resulting adj ectival passive, the subject of the
passivized verb is the subject of the adjective.

(6) a. The present was given (to the zookeeper). (Theme)
b. the ungiven present (Theme)
¢. *The zookeeper was given. (Goal)

(cf. The zookeeper was given a present.)
d. *the ungiven zookeeper (Goal)

@) a. The T-rex wasfed.(a Triceratops sandwich) (Goal)
b. anunfed T-rex (Goal)
¢. *A sandwich was fed. (Theme)

(cf. A sandwich was fed to the T-rex.)
d. *an unfed sandwich (Theme)

The simplest description of such factsisthat the only change is the change
of category; there is no change of grammatical functions as a result of the
conversion. The appropriate argument is the subject of the adjectiva
participlebecauseit isthe subject of the verbal participle. A transformational
account would have to attribute the Theme argument becoming the subject
of the adjectival passive to a different process than in the verbal passive,
because lexically the Theme is the object of the passive verb.

The preceding discussion shows that a lexicalist theory will have fewer
transformationsand shorter derivationsthan atypi cal transformational theory.
The ultimate limit that one can reach isno transformations and no derivation.
Infact, lexicalist argumentation generally leads to the conclusion that syntax
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isnat derivational .° For thisreason, theterm“ lexicdi st” isoften synonymous
with “nortransformational” or “noncerivational.” LFG is also lexicdist in
this &nse.

Noncerivational theories are more plausible @ psychdogcd and
computational models of human language than derivational theories.
Transformational theories are, by the nature of what a transformation is,
norocd theories of syntax. However, it is clea that human language
processngislocd. Consider the VPsin (8).

(8) a. heashersalf
b. *heasmysealf

Even withou the larger context of a full clause, it is clea that (8a) is
grammatica and (8b) isnat. Thisisdetermined from informationinternal to
the VP; the larger IP (or S) isclealy unrecessary. In derivational theories,
agreement is a result of feaure mpying/cheding ketween | (or T or AGRg
or AUX) anditsspedfier. Thus, althoughthereisnolarger structurein these
examples, transformational theories must hypahesize one. The grammati-
cdity judgments canna be determined purely from propertiesinternal to the
VP. Theories based on the nation that processng is locd are thus more
redistic. Further examples of the locdity of processng can be foundin
Bresnan and Kaplan (1982 xlv).

A consequence of taking a noncerivational approach to syntax is that
syntadic structures are built monotonically; that is to say, information can
beadded but it canna be changed. Transformationsare, by definiti on, change
of information. Monaonicity is also a mmputationaly plausible constraint
on syntax.

Nonderivational theories are also constraint-based. Grammaticdity
cannd be dependent on properties of derivations, since there ae no
derivations. What determines grammaticdity is the satisfadion of static
simultaneous constraints. Of course, transformational theories are partialy
constraint-based as well (GB’s® Criterion, Case Filter, Binding Principles;
MP's Principle of Full Interpretation), but much of the determination o
grammaticdlity isthe result of the well- or ill -formednessof the derivation.

So besides being a theory in which the lexicon playsamajor role, LFG
isanoncerivational theory, one that has no D-structure/S-structure distinc-

°An ealy example of thisis Brame (1976).
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tion. Thereisjust one level of congtituent structure. LFG cdl s this c-struc-
ture.

1.3 “Functional”
1.3.1 Grammatical Functions

The word functional means diff erent thingsto diff erent peoplein lingustics.
What it meansin LFG is grammatical functions, notions like subjed and
objed (alsocdl ed grammaticd relations). Therole of grammatica functions
has long been a matter of dispute in generative syntax. The standard
transformationali st view hasbeen that grammaticd functionsare universally
defined onthe basis of c-structure nfigurations, rougHy (9).°

9) S

\Y 0BJ

Under such aview, grammaticd functions are not part of the basic vocabu-
lary of syntax. Syntax deds with c-structural configurations only. Whatever
properties grammaticd functions are though to have are derived from the
configurations that define them. For example, the fad that only subjedscan
be controlled is attributed to the unique structural properties of the subjed
position (in GB, spedficdly the fad that V does not “govern” the subjed
position).

However, this view has been challenged. The basic idea behind the
aternativeisthat amajor facd of syntax isthefad that eat element isthere
because it hasafunction (or beasarelationto the clause). Thus, grammati-
cd functions (or grammaticd relations) ought to be part of the vocabulary of
syntadic theory. It is interesting that while GB claims to reject this view,
there ae cetain relational fedures to the achitedure of the theory. For
example, the nation “government” as understood in GB is basicdly a
relational notion: a governee beas some grammaticd relation to the

There have been several variants of this, depending the spedfics of the theory of structure
and categories. The reader shoud fed freeto substitute the appropriate category labels and
intermediate nodes.
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governar. Simil arly, the “completefunctional complex” of Chomsky’s(1986
Binding Theory is a functionally defined unit. Finally, “Case” as generally
used in GB and MPislargely a cover term for grammatica functions.

Thefirst chall engetothe c-structural approach to grammaticd functions
came from Paul Postal and David Perlmutter in a series of ledures at the
Summer Ingtitute of the Lingustic Society of America in 1974 These
ledures developed into the theory of Relational Grammar (Perlmutter, ed
1983, a theory based on the idea that the syntadic representation d a
sentenceis a network of grammaticd relations, and that syntadic rules are
expresed in terms of grammaticd relations.

The LFG claim isthat grammaticd functions are dements of syntadic
representation, but of akind of syntadic representationthat existsin parall el
to c-structure. This level of representation is not a tree structure, like
c-structure. Instea, it isbased ontheideathat grammaticd functionsarelike
feaures, andthe elementsthat have spedfic functions are the values of these
feaure-like functions. The representation of grammaticd functions also
includes feaures of a more conventional nature. It is cdled f-structure,
where (because of ahappyacddent of English) one canthink of f asstanding
for either function or feature. (The standard interpretationisthat f-structure
stands for functional structure.)

Unlike c-structures, f-structures are not familiar from derivational
theories of syntax. Wewill first examine what an f-structure looks like, and
then we will discussthe motivations for hypahesizing f-structure and the
consequences for the general architedure of lingustic theory.

1.3.2 F-structure
To make the nation of f-structure concrete, let us consider asentenceand its
c-structure and f-structure.

(100 a Thedinosaur doesn't think that the hamster will give abookto
the mouse.
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b. c-structure

IP
v
/\ /\
D NP [ VP
. T T
the dinosaur doesn’'t V CcP
/\
think C IP
‘ /\
D NP | VP
I
the hamster will \‘/ /D{ PP
give D NP P DP
AN
a book to ﬁ) N‘P
the mouse
c. f-structure:
U [bEF + O O
[pUB) FPRED ‘dinosaur’{ 0
ENSE PRES g
EG + 0
RED ‘think (SuBJ, compy 0
0 0 (bEF + 0 [
0 [pUBJ FPRED ‘ hamster'H N
g %ENSE FUTURE %
0 CPRED  ‘give (SUBJ, OBJ, OBL g,y OBJ) [
Lcomp O [bEF - O M
4 (P8 FPRED ‘book’'g M
g g [PCASE OBL gy O %
0 [PBL gon EDBJ [DEF  + % M
E H FPRED ‘ mouse %

The f-structure is what is sometimes cdled an attribute-value matrix (or
AVM). An attribute is a feaure or function reme; unli ke the more familiar
notation for features in phondogy, the dtribute name preceles the value.
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Thus, the phondogicd fedure (11a) would appea as (11b) inan AVM.

(1) a [+voice]
b. [VOICED +]

Let us take a d¢oser look at the f-structure. It contains five dtribute
names: SUBJ, TENSE, NEG, PRED, and COMP. To the right of ead attribute
nameisitsvalue. Threeof the attributes, TENSE, NEG, andPRED, arefedures,
they have smple values. The other two attributes, suBJ and COMP, are
functions; their values are smaller f-structures (AV Ms) within the larger
f-structure.” Let us consider these one-by-one.

e Thefedure TENSE is an infledional fedure, like PERS(0N), NUM(ber),
CASE, GEND(er), etc. Suchfeduresarerepresented in f-structurein LFG,
not in c-structure.

» The feaure NEG is also an infledional feaure. Note that both
[TENSE PRES] and [NEG +] are mntributed by the word doesn't.

e The feaure PRED is very important. The idea behind it is that the
existence of meaningful itemsis relevant to the syntax. Of course, the
meaningitself isnot part of syntadic representation, but certain aspeds
of meaningare. First, the syntax neadsto be able to distinguish between
meaningful elements and dummy (or expletive) elements. The PRED
fedure serves to represent meaningfulness its value is represented
conventionally as the word itself in single quaation marks. For
pronours, which are meaningful but get their referenceelsewherein the
sentence or discourse, the spedal PRED value ‘PRO’ is used.? In this
example, wealso seeancther kind of syntadic rel evanceof meaning: the
verb think takes two arguments (“assgns two 6 roles’ in GB/MP
terminadogy): one beaing the function suBy, and the other beaing the
function comp. A PRED value with a spedfication of arguments is

"Note that the term “f-structure” is thus ambiguous: it can refer either to the entire
representation d the sentence or to some AV M within the representation.

®The f-structure [PRED ‘PrRO'] shoud not be confused with the PRO of transformationalist
theories.
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sometimes cdled alexical form. Itisultimately derived fromtheverb’'s
argument structure (a-structure). The two functions that appea as
attributes in the f-structure ae the same ones subcategorized for by the
verb.

e The dtribute suBJisagrammaticd function, correspondng rougHy to
the traditi onal intuitive nation“subjed” (just asN corresponds rougHy
to thetraditional “nourt’). Itsvalueisasubsidiary f-structure consisting
of the feaures DEF(initenes9 and PRED and their values. The lexicd
form of think spedfies that the value of the suBJ function fill s the first
argument position d the verb.

e The function compP(lement) is the grammaticd function o clausa
complements. It fill sthe secondargument pasiti onof think, anditsvalue
consists of the dtributes SUBJ, TENSE, PRED, OBJ, and OBLg,,.

Most of therest of f-structure (10b) shoud be straightforward. What does
require some explanationisthefinal argument inthelexicd form of give, and
the representation of the PPthat fill s this argument position. The PPto the
mouse consists of a head P to and its 0BJ the mouse. The PPfunctionsasan
oblique argument: an argument whaose “role” isidentified morphdogicdly
(byaprepasitionin English). “ Role” inthiscontext generally meansthematic
role, although sometimes the prepositional marking is idiosyncratic. The
prepasitionissimil ar to semantic Case (in fad, many languages use Casesin
this context). For the last argument of give, the preposition to marks the DP
asbeaingthethematicroleof Goal. InLFG, the obli quefunctionsaretreaed
as a dassof grammaticd functions OBL,; in the present case, OBLg,,. Since
the prepasition to is what identifies the agument as an OBL g, its prepasi-
tional Case (PcASE) feaurea so hasthevalue OBL . Findly, it isnot the PP
itself (which has the function 0BLg,,) that is the final argument of give;
insted, it is the oBJ within the PP. For this reason, the lexicd form of give
spedfies a path through the f-structure, OBL.,, OBJ, as the syntadic
redizaion d the agument.

Oneadditional clarificationisin order concerning f-structures. We have
seen that meaningfulnessiis represented by the feaure PRED. Of course,
sometimes there are meaning esselementsin syntax. Such elementsinclude
expletives and idiom chunks, asin:
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(12 a It seansthat this bookwill beinteresting.
b. The teaders kept tabs onthe students.

Naturally, these itemswill not have PRED feaures. In fad, it is crucial that
they not be meaningful elements, i.e. that they lad PRED feaures. Instead,
they have afeaure, cdl ed FORM, that individuates them and all ows them to
be seleded for. The f-structures asociated with it and tabs are:

13 a (FORM it O
(PERS 3 O
fNuM  scH

b [FORM tabs[]
" UM PL O

The lexicd forms of these uses of seemandkeep will indicae that they have
northematicarguments. Sincetheargument structureisindicaedinside angle
brackets, a northematic agument can be placal ouside the ange
brackets:® *°

(14 a ‘sean{CoOMP) SUBJ
b. ‘keep-tabs-on{suBy, OBL,, OBJ) OBJ

In additi on, thelexicd entriesof theseverbswill require FORM fedurevalues
for their northematic alguments. The f-structure of (12b) is:

°Insomeealy LFG papers, includingmany in Bresnan, ed. (1982, northematic arguments
were omitted from the verb’ slexicad form. The notation that has been adopted since, andis used
here, formalizesthe fad that they are seledted for by the verb, even thoughthey are not thematic
arguments.

%Note that “oBL,, 0BJ" in the lexica form of keep tabs on is a single argument, not two
arguments.
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3 o [DEF  + O C
(duy [PRED ‘teader( C
U Hwum  PL B C
%ENSE PAST E

RED ee - tabs- on (SUBJ, OBL . OBJ) OBJ
il ‘k ab on T
%)BJ [PRED tabs[] C

Aum  PL H C

% [PCASE OBL,, O E
%)BL . [DEF  + C
on %}BJ [(PRED ‘student’ C

E 0 Fium  PL E

It is important to note that f-structure has a cmpletely different
geometry andcompl etely diff erent propertiesfrom c-structure. C-structureis
built out of NPs, VPs, etc., andrepresentsmembershipinhierarchicdly larger
and larger groupings of elements. F-structure is compaosed of attributes
(feauresandfunctions) andtheir values. It isnot compaosed of ahierarchicd
arrangement of categories, andladks arepresentationfor certain elements of
c-structure (such asthe VP congtituent). That isto say, althoughsome of the
information represented in f-structure resembles “underlying’ structure
informationin transformational theory, the levels canna be related to ead
other by movement. They are cmpletely diff erent structures.

1.3.3 Motivation

We turn now to the motivation for “functional.” That is to say: why
hypahesize f-structure in addition to c-structure? We will answer this
guestionfromtwo diff erent perspedives. First, wewill discussthe motivation
for representinggrammaticd feauresat alevel distinct from c-structure. We
will then addressthe more central question concerning the role that LFG
gives grammatica functions.

We begin with fedures. The esential observation kehind the LFG
approadh is that feaures canna always be asciated with the cstructure
constituents that they describe. Consider the foll owing sentence

(16) Thedee areinthe forest.

The feaures of the suBJ of this entence ae:
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@7 mee + O
(PRED ‘deer’'O

fNum  PL =

However, thesefeaurescome from two diff erent elements of the c-structure.
The DPthe deer isunspedfied for number, asevidenced by the sentence The
deer isin the forest. The feaure structure of the DPis:

(18 [DEF + O

FPRED ‘deer'

By virtue of its pasition in the c-structure tree ad English-spedfic rules
relating structure and function, the deer will appea in the f-structure of our
sample sentence &.

(19 [bEF + N

U
aSUBJ FPRED ‘dee’fH

The [NuM PL] fedure of the SuBJ comes from lexicd entry of are. The
feaures of are are:™*

(20 [sUBJ [NUM PL]D

ENSE  PRES o
RED ‘be(.) [

That isto say, areis a present tense form of be with a plural subjec.*

(19) and (20) are partial f-structuresfor the sentence. However, sincewe
are buil ding an f-structure for a single sentence, the suBJ feaures from the
two sources have to come together. The resulting f-structure is (21).

We will i gnore the detail s of the lexicd form.

2Are can also have asinguar you as subjed; we ignare this complication here.
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21
(21) (bEF + N
UBJ [PRED ‘deer’'[]
ANUM  PL

ENSE PRES
RED ‘be(..)

D0 0g0

D:DI:II:II:PE

This merging of feature structures is cdled unification. Unificion is a
central concept of feaure-based approadhes to syntax, including LFG, but
also certain ather frameworks like HPSG. The point here isthat unificaion
ispart of the reasonto consider f-structure an independent level of syntadic
representation. It all ows us to represent together feaures that belongto a
single conceptual part of the syntadic structure of the sentence even if the
feaures come from several placesin the adual syntadic structure. A theory
like LFG, in which grammaticd feaures are represented independently of
congtituent structure, does not need mechanisms of fedure percolation,
feaure inheritance, etc.

A side-effed of unificaion is that it acourts automaticdly for the
ungammaticdity of a sentencelike:

(22) *Thelionarein the forest.

That isto say, agreement is an automatic result of unification. Unlike deer,
thenounlionisinherently singuar. It therefore has the lexicd feaure [NUM
SG]. On the other hand, as we have seen, are includes the lexicd fedure
[suBJ[NuUM PL]]. Sincethe lion isin the structural position associated with
the function suBy, the [NuM sG] feaure of the lion and the [SUBJ[NUM PL]]
feaure of are must unify. However, the result isthat the SUBINUM fedureis
inconsistent with itself: it must be smultaneously singuar and plural. Since
this is impossble, the sentence is ungammaticd. Thus, unlike
transformational theories, LFG does not need any spedal medhanisms like
cosuperscripting or feaure chedking or SFEC-heal relations to enforce
agreament. Fedure chedkingis part of unificaion. More generally, much of
what is modeled by movement in transformational theory is modeled by
unificaion in LFG. Unlike movement-based theories, a unification-based
theory does not need to hypdahesize structural arrangements of elements
which dffer from that which isaccessble from the visible, superficial form
of a sentence

Theprimary justificationfor f-structure rel atesto the status of grammati-
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cd functions. As discussed ealier, transformational grammar considers
grammatica functionsto beaderivative concept that can be definedinterms
of the c-structure configurationsin (9) above. LFG denies this, and claims
that grammaticd functions are an independent concept. Such a daim, of
course, needs to be proven. The way to prove it is to show that there ae
languagesinwhich conceptsli ke subjed andobjed arerelevant for which the
c-structure configurationin (9) canna be suppated. It isto thisthat we now
turn.

First, however, a cavea. We are interpreting transformationali st
statements abou constituency as an empiricad claim abou c-structure.
However, the arguments often given for such structures are nat based on
standard constituency tests such asdistributionand ader, but onwhat LFG
claimsto befunction-related phenomenasuch asanaphaa. Itisthusposshble
toview aconfiguration such as (9) asnothing more than anidiosyncratic way
of representing grammaticd functions. If puttingaconstituent in the [SFEC,
IP] positionis nothing more than a notation for suBy, then constituency tests
areirrelevant. However, it is arather strange representation for grammaticd
functions, andwould leave transformational theory with notheory of c-struc-
ture.

If, onthe other hand, the syntadic structure of transformational theory
redly is a c-structure, then it must be tested empiricdly. In fad, there ae
languagesthat cast doult onthiskindof approach. Inthefirst place thereare
languagesthat have freeconstituent order. Japaneseisone such language; we
will usethe exampl e of the Dravidianlanguage Mal ayalam (Mohanan 1982).
Note the posshle orders of the words in the sentence ‘The cild saw the
elephant’.

(23 a  Kutti aanaye kantu. (SOV)
child.NOM elephant. ACC saw

b. Aanaye kutti kantu. (0Osv)

c. Aanaye kantu kutti. (OVS)

d. Kantu aanaye kuitti. (VOS)

e. Kantu kuti aanaye. (VSO)

f.  Kutti kantu aanaye. (SVO)

The dnild saw the dephant.’

Consider two passble hypaheses as to the structure for such a sentence
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(24) a S
NP
Kutti NP v
aanaye kantu
b. S
NP NP \%
kutti aanaye kantu

The (a) structure, in some variant, is the transformationalist view, which
places the suBJin a structurally higher position than the oBJ. Innumerable
movement ruleswould be required to derive all the surface word ordersfrom
such astructure. On the other hand, with aflatter structure, asin (b), all that
one has to say is that the ordering is free. Since al three constituents are
sisters, all of the possible orderings would result.

Of course, the argument in the preceding paragraph can be countered. In
atheory with unconstrained movement, any word order can be derived from
any D-structure. And if sSuB3-0BJasymmetriesin binding or quantifier scope
aretaken axiomatically to mean arelation of asymmetric c-command, the (a)
structure must be the structure of the sentence. However, the facts of
Malayalam present no independent evidence for treating the verb and oBJas
forming a constituent that excludes the suBJ, and the description of the
language issimpler if we assume no such constituent. But if thereisno such
congtituent in Malayalam, suBJ and 0BJ cannot be universaly defined in
terms of c-structure.

Even more strikingly, there are languagesthat present positive evidence
against aV P constituent. Thisevidence comesfrom languageslikethe Pama-
Nyungan Australian language Warlpiri (Simpson 1991) and the non-Pama-
Nyungan Australian language Wambaya (Nordlinger 1998). (The examples
here come from Wambaya.) In these languages, the auxiliary (infl) occursin
second position. One constituent must precede the infl and the rest follow.
With the single exception of the auxiliary, constituent order is completely
free. (In these examples, the infl isitalicized.)
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(25 a. Dawu gin- a daji janyi- ni.
bite 3SG.M.ERG- PST boyABS dog ERG
Alaji gin-a dawu janyi-ni.

Alaji gin-ajanyi-ni dawu.

Dawu gin-a janyi-ni alaji.

Janyi-ni gin-a aaji dawu.

. Janyi-ni gin-a dawu agji.

‘The dog ht the boy.’

Pao o

—h

Multiword constituents can precede infl.

(26) [Naniyawulu nagawulu bargj- bulu]
that.DU.ABS female.DU.ABS old.person- DU.ABS
wurlu- n duwa.

3DU.NPST- PROG get.up
‘The two dd women are getting up’

This gives us a test for constituenthood in Wambaya: if there is a VP
congtituent, it shoud be aleto precedeinfl. Strikingly, it cannd.

(27 a. *[Daguma janiji] ng- a  ngawurniji.
hit dogABS 1SG.ERG- PST 1SG.ERG
b. *[Janji daguma] ng- a ngawurniji .
‘I hit the dog’

Thissuggeststhat it is nat enoughto acourt for the freedom of constituent
ordering in Wambaya by allowing constituents to be moved ou of the
Wambaya VP, Wambaya does not seem to have aVP! But Wambaya can be
shown to have suBJs and OBJs, just like any other languege. SUBJs and OBJs
are Case-marked diff erently andare crosgeferenced by diff erent pronaminal
(agreement) markersontheinfl. Asin many languages, only SuBJscan serve
asthe antecalents of reflexives, andonly suBJscan be controll edin norfinite
subardinate dauses. Wambaya also has a switch-reference system in which
certain subardinate clauses are marked for whether their SuBJisthe sameas
or diff erent from the main clause suBJ. AsNordlinger (1998 showsin detail ,
attemptsthat have been made to acourt for languagesli ke Wambayawithin
ac-structural/ derivational approach haveall failed to acourt for the fads of
these languages. In Wambaya , then, we have an example of alanguage in
which suBJ and OBJ are rather similar to the same concept in more familar
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languages, but canna be distingushed in terms of being part of a VP
congtituent. This requires some independent representation of grammatica
functions.

The conclusionisthat whil e the structure in (9) does charaderize SUBJ
andoBJin English, it doesnot do so universally. This means that grammati-
cd functions canna be universally dependent on constituent structure
position. Languages like English, in which a VP congtituent distinguishes
suBJ from 0BJ, can be cdled configurational languages, while languages
like Japanese, Maayalam, Warlpiri, and Wambaya can be cdled
nonconfigurational. The existenceof nonconfigurational |anguages provides
crucial evidence for the independence of grammaticd functions from
c-structure, and thus for f-structure.

1.3.4 Consequences

The conclusionthat thereisalevel of f-structure distinct from c-structure has
interesting consequences for an owerall theory of the nature of language in
general and the nature of syntax in particular. In thissedionwe will explore
this.

A sentence is an expresson d severa different types of lingustic
information. We can identify at least the foll owing:

informati orvdiscourse/pragmatics
meaning/semantics

argument structure/thematic roles
syntadic constituent structure
sounds (phondogy/phoretics)

There ae two ways that this can be conceptuali zed.

The gproach taken by transformational theory has generally been that
(with the possble exception of phondogy) these are diff erent aspeds of the
samekind of structure. Syntadic constituent structureistaken to bethebasic
form of structure and the other kinds of information are expressed in terms
of it. For example, the thematic role Agent is represented by a chain whose
footisinan“externa” pasition([SFEC, |P] or [SFEC, VP], dependingonthe
exad version of the theory). Such atheory has a certain conceptual smplic-
ity: al rules of language are stated over the same primitives, and all
propertiesof asingle element inthe sentencecan bedetermined fromasingle
kind d structure.

There is an dternative approadh, which sees ead of these kinds of
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information as part of a distinct kind of structure. Under this alternative,
information structure, semantic structure, argument (or thematic) structure,
syntactic congtituent structure, and phonological/phonetic structure®® are
distinct subsystems of language, each with its own primitives and its own
internal rules of organization. This can be schematized as follows:

semantic
structure

argument
structure

information
structure

constituent
structure

phonological
structure

These levels of representation all exist in parallel; no oneis prior to any of
the others. A theory of language that is based on such amodel can be said to
have a parallel architecture.

However, this is not enough for a theory with parallel architecture.
Besides different kinds of primitives and rules for each dimension of
linguistic structure, asystem of corr espondence isrequired to map between
the levels.™

BThis is an oversimplification. Any specific instantiation of this approach may draw the
borders differently, depending on what empirical evidenceisfound. For example, it is possible
that phonological structure and phonetic structure are distinct, or that thematic structure and
semantic structure are the same.

“Thisdiagram isfor purposesof illustration only. | will not argue for any specific aspect of
thisdiagram. In particular, exactly which levelsaredirectly related by correspondencerulesneeds
to be determined independently.
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semantic argument
structure structure

information
structure

phondogicd constituent
structure structure

Such a theory therefore needs corresponcence functions, or “projedion”
functions. LFG is sid to have aprojection architecture conreding the
different levels of representation. Determining all the properties of a
particular elementinamoduar system requiresexaminingthe correspondng
item (or items) in ead o the projedions.

The conclusion reached in the previous fdion that c-structure and
f-structure are formally different representations with their own primitives
and their own organization makes sense given the concept of parallel,
corresponcence-based architedure. It smply adds an additional level:
f-structure.
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semantic a(rgument)-
structure structure

information f(unctional)-
structure structure

phonological c(onstituent)-
structure structure

Thethree structures on the right side of thisdiagram are the syntactic levels,
which are the ones on which LFG focuses.” However, by virtue of its
adoption of a parallel architecture, other levels can be hypothesized for an
LFG grammar.

The LFG assumption of parallel architecture, and its claim that
grammatical functions and features are a kind of linguistic information
distinct from constituency, provide an elegant solution for a potentia
problem with the Lexical Integrity Principle. The problem is apparent when
we consider the following.

(28) a Thedinosaur atethe tree.
b. Thedinosaur did eat the tree.
(299 a My dinosaur ishungrier than yours.
b. My dinosaur is more hungry than yours.

In the (a) examples, asingle word isitalicized, while in the (b) sentences a
two-word sequence is highlighted which seemsto serve the same function as
the single word in (a). In a nonlexicalist framework such facts can be
accounted for by treating ate asacombination of did and eat, and by treating

Balthough there has naturally been work on other aspects of language in LFG, particularly
semantics.
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hungrier as a combination d more and hungry. Detail s aside, this kind of
analysishasbeen standard in transformational syntax sinceChomsky (1955.
The challenge for a lexicdist theory is how to express such relationships
within the confines of Lexicd Integrity, which does naot all ow words to be
built i n the syntax.

A closer look showsthat caseslike these pase no problem for LFG. The
Lexicd Integrity Principle designates words as the aoms out of which
“syntadic structure” isbuilt. However, aswe have seen, there aretwo levels
of “syntadic structure” in LFG: c-structure and f-structure. The one that is
built out of words is c-structure; f-structure consists of abstrad attributes
(feaures and functions) and their values. We can state the Lexicd Integrity
Principle afollows.

(300 Lexical Integrity Principle
Morphdogicdly complete words are leaves of the c-structure tree
and ead led corresponds to ore and orly one cstructure noce.

However, the equivalenceof the (a) and (b) sentencesaboveisin grammati-
cd fedures. The verb form ate includes within it both the lexica properties
of eat (the PRED fedure, in LFG terms) and the past tense fegure. With did
eat, thesetwo feauresare separated. Sincefeauresareinvolved, thelevel of
representation at which eat and did eat are equivalent is f-structure. The
f-structure representation d the two sentencesin (28) is:

31

a (ber + i
[suy [PRED ‘dinosaur’ J
g ANUM  SG %

ENSE PAST 0

RED ‘eat (SUBJ, 0BJ) [
0 [bEF + 0 0
[OBJ [(PRED ‘tree’d O
H fB\um s A H

Lexicd integrity as understood byL FG isthus limited to c-structure. It
isalimited sort of lexicd integrity, which is better able to ded with feaural
equivalence of words and word sequences than an approach in which all
aspects of the internal structure of aword isinvisible to the syntax. LFG's
version of the Lexica Integrity Principle balances the simil arities and the
diff erences between words and plrases.
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14 “Grammar”

Like transformational theory, LFG is a variety of generative grammar, an
approadh to the study of language that hasits originsin the work of Noam
Chomsky. Generative grammar has sveral central aims.

® The discovery of lingustic universals in an attempt to determine the
nature of Universal Grammar (UG):

The main task of linguistic theory must be to develop an acourt of
lingustic universalsthat, onthe one hand, will not be falsified by the
acual diversity of languagesand, ontheother, will besufficiently rich
and explicit to acourt for the rapidity and uniformity of language
leaning, and the remarkable complexity and range of the generative
grammarsthat are the product of language leaning. (Chomsky 1965
27-29

e thediscovery of apsychdogicdly red model of lingustic competence
that can be incorporated into a performance model, and the study of the
mathematicd properties of the competence model

No doult, areasonable model of language use will incorporate, as a
basic comporent, the generative grammar that expresses the speder-
heaer’ sknowledge of thelanguage; but this generative grammar does
nat, in itself, prescribe the charader or functioning o a perceptua
model or amodel of speed production.... To my knowledge, theonly
concreteresultsthat have been achieved andtheonly clea suggestions
that have been put forth concerningthetheory of performance... have
come from studies of performancemodel sthat incorporate generative
grammars of spedfic kinds... (Chomsky 1965 9,10)

Inbrief, mathematica studyof formal properties of grammarsis, very
likely, an areaof linguistics of grea paotential. It has already [1969
provided some insights into questions of empiricd interest and will
perhaps some day provide much deeper insights. (Chomsky 1965 62)

e theformal explicit statement of the machinery of the theory of language
and rules of spedfic languages
We ca determine the alequagy of alinguistic theory by developing
rigorously andpredsely theform of thegrammar correspondngto the
set of levels contained within this theory, and then investigating the
posghility of constructingsimpleandrevedi nggrammarsof thisform
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for natural languages. (Chomsky 1957 11)

If the grammar is, furthermore, perfedly explicit—in other words, if
it does nat rely on the intelli gence of the understanding reader but
rather provides an explicit analysis of his contribution—we may
(somewhat redundantly) cdl it a generative grammar. [italics
original]. (Chomsky 1965 4)

Asthe above citations show, these are all aimsthat one finds expressed very
explicitly in Chomsky’s ealy writings laying ou the generative gproac.
Oddly, one can very serioudly questionthe degreeto which Chomsky’ swork
over the past two decales dill has these & its goals. For example, recent
transformational theory has tended to ignare courterexamplesto some of its
basic claims, often taking refuge behind an artificial distinction between
“core grammar” and “periphery”, asin the following quae from Chomsky
(1981 8).

[E]lach adua “language” will incorporate a periphery of borrowings,

historicd residues, inventions, and so on, which we can hardly exped to—

and indeed would not want to—incorporate within a principled theory of

UG....What a particular person hesinside his head is an artifad resulting

from the interplay of many idiosyncratic fadors, as contrasted with the

more significant redity [sic] of UG (an element of shared hiologicd

endovment) and core grammar (one of the systems derived byfixing the

parameters of UG in ore of the permitted ways).
The continued inability to come to gips with the dcallenge posed by
norconfigurational langueges ill ustrates this as well. Recent derivational
approaches have dso not taken fads abou lingustic performance and
mathematica properties of grammars to be lingustic evidence They also
have eschewed formal statements of rules and principles of the kindthat was
typicd of ealier derivational theories, in which phrase structure rules and
transformations were stated in painstaking detail, andis gill typicd of LFG
and aher noncerivational theories. In this ®nse, LFG may be truer to the
gaals of generative grammar than Government/Binding theory and the
Minimalist Program.

The seach for lingustic universals must be based on reseach into
typdogicdly different languages. Thisis implicit in Chomsky's statement
that the theory of universals $roud be one that “will not be falsified bythe
acdual diversity of languages.” Consequently, generativelingusticscan only
be properly caried ou in conjunction with typdogicd work. As we have
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aready seen, there are typdogicd problems with GB/MP, such as the
asumption that grammaticd functions are uniformly represented in
congtituent structure. LFG, on the other hand, has aways invdved the
description of typdogicdly disparate languages, withou preconceptions
abou how languages might differ. Inthe words of Austin and Bresnan (1996
263, “theoreticd econamy and explanatory elegance are unreliable guides
to truth.” As a result, LFG is a typdogicdly more plausible model of
language, in which the constraints on syntax are derived from a broader
uncderstandingof lingusticdiversity. Ultimately, thisapproachismorelikely
to provide true explanations for lingustic phenomena.

The development of LFG has invaved the mllaboration d people
working on linguistic description, computation, and psychdlinguistics. As
mentioned at the outset, LFG began with the wllaboration d atheoretica/
descriptivelingust andacomputational lingu st/psychadlinguist. Bresnanand
Kaplan (1982 discuss the relation between lingustic competence and
lingustic performance. They show that transformational theoriesof lingustic
competencedonat mee the goal expressed by Chomsky (1965 that a theory
of lingustic performancewill i ncorporate atheory of competence as one of
its comporents. As discused above, LFG isdesigned to conform to what is
known abou the computation of language, and thus is more likely to be
incorporable into a theory of performance.

LFG aso has, aswe will seeinthe next threechapters, awell-developed
formalism. As in ealy transformational grammar, and unlike GB/MP,
lingustic descriptions must be expressed in arigorous formalism and nd in
informal prose. It isthus possble to examine whether an analysis conforms
to the data.

In this textbook, we will develop an explicit grammar for much o the
syntax of Engli shaswe devel opthe formali sm of the theory. Wewill thussee
how LFG can be used to produce ax adual grammar.

Additional Readings

The conceptual basisfor LFG islaid out in Bresnan and Kaplan (1982. Early psychdlinguistic
studies can be found in Bresnan, ed (1982 as well; for a more recent discusson, see Pinker
(19xX). The properties of unification-based grammars are discussed in Shieber (1986. Paral e,
corresponcence-based architedureis discussed and argued for (from anon-L FG perspedive) by
Jadkenddf (1997, who cdls it “representational moduarity.”

Theargument for alexicd analysisof the passve construction dates badk to Bresnan' spre-
LFG work (Bresnan 1978, and wasfurther developed in Bresnan (1982 1995 2000Chapter 3).
TheLexicd Integrity Principleandthe c-structure/f-structure distinction isdiscussed in Bresnan
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and Mchombo (1995.

Nonconfigurational languages have feaured prominently in work onLFG, with continual
arguments against transformational and configurational analyses. Early discussonscan befound
in Mohanan (1982 and Simpson (1983. Chapter 1 of Nordlinger (1998 provides extensive
criticd discusson d recent analyses of nonconfigurational languages in the GB/MP tradition.

Mathematicd properties of LFG grammars have been discussed in Kaplan and Bresnan
(1982 and many o the papersin Darymple, Kaplan, Maxwell, and Zaenen, eds. (1995.

Exercises

1. What English sentencedoesead of thefoll owingf-structuresrepresent?

a

O [(PRED ‘PRO’O] 0
suBy [PERs 1 0 0
0 ANuUM  sG [ 0

ENSE PRES E

RED  *believe (SUBJ, COMP) 0
g U RED ‘constituent’ %
0 %UBJ UM  PL SN

13 t (I' i
Eq:OMP 0 FADJ {[PRED syntadic ]}%
0 ENSE PRES 0
0 RED ‘move (SUBJ) 0
s FADJ {[PRED ‘quickly’]} H
b.

[bBJ [PRED ‘Hammerstein’] 0

ENSE PAST

RED ‘send (SUBJ, OBJ, OBJ2)
[8uBJ [PRED ‘ Rodgers’]
[(PRED ‘song' O
o2 Lher - O
g Hum s H

moooooOood



WELCOME TO LEXICAL-FUNCTIONAL GRAMMAR / 31

EbRED ‘ided nl
PRED ‘colorless
LADJ ]

0 PRED green’]
Hum  pL

[TENSE PRES
[PRED ‘Sleep (suBJy

%\DJ {[PRED ‘furiously’]}

I
C
w
(&

MmO

Note the values of the functionAbJ (adjunct) in 1. Why do you suppcse
thevalue of ADJisaset of small er f-structuresinsteal of asinglesmaller
f-structure?

Give the f-structures of the following sentences.

a. Mary had alittl e lamb.
b. A funnything heppened onthe way to the forum.
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2

Constituent Structure

2.1 Constituent structurein LFG

Thebasic conceptsof c-structure are familiar from transformational theories.
Constituent structure is an organization of the wordsthat make up a sentence
into successively larger and larger units, where each unit (constituent)
belongsto a category. By separating constituent structure from grammatical
functions, LFG is more able than structurally-based theories to reflect the
actual congtituency propertiesthat one findsin different languages. We will
discuss both the similarities and the differences between the LFG theory of
c-structure and the transformationalist theory.

C-structure is the overt expression of the features and functions that
make up asyntactic expression. Unlike GB, MP, and other structurally-based
theories, LFG does not require c-structure to contain all the syntactic
properties of a congtituent. Thus, for example, GB/MP and related theories
require aset of empty categoriesto account for elementsthat receive no overt
realization. Such empty categoriesarethe result of the mixture of c-structural
and f-structural information, and do not reflect purely c-structural properties.

As the overt aspect of syntax, c-structure is subject to the principle of
Economy of Expression.

Q) Economy of Expression
All syntactic phrase structure nodes are optional and are not used
unlessrequired to create awell-formed f-structure or to add seman-
tic content.

Thisprinciple severely limitsthe use of empty elementsin c-structure, since

(aswewill see) most of the empty categoriesof transformational theoriesare
redundant in LFG.

33
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2.2 Xtheory
221 Lexical categoriesand their projections

The theory of c-structure assumed in most generative work, including LFG,
isgeneraly known as X (X-bar) theory. X theory is the result of research
in the 1970s which aimed to constrain c-structure rules on the one hand and
expresscrosscaegory generalizations on the other.

The basic lexical categories are N (noun), V (verb), A (adjedive), P
(preposition), and perhaps ADV (adverb).” These are the categoriesof words
that carry meaning. The conventional view is that they are analyzed into
binary distinctive fedures. Although we will not pursue this here, the
proposed fedure systems of Chomsky (1981) and Bresnan (2000 are
presented in (2).

2 a. Chomsky'sfedures:
[tN]  (nominal)

[+V]  (verbal)
[+N] [-N]
[+V] A v
[-V] N P

b. Bresnan'sfedures:
[trang] (transtive)
[tpred] (predicative)

[+trang] [-trang]
[+pred] Y A
[ pred] P N

A more worked out distinctive feaure analysis of caegories is nealed to
properly expressgenerali zationsaaosscategories. Althoughthere have been
other proposals for fedure systems (see Wunderlich 1996and references

The relation between adjedives and adverbs is unclea. In this sedion, we will i gnare
adverbs.
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cited there), no study has been undertaken as thorough as the classic but now
outdated Jackendoff (1977). For the purposes of this textbook, we will
improvise with digunctive expressionsin curly brackets.

The basicinsight behind the notion of constituent structureisthat groups
of words form congtituents, or phrases, which can be identified by their
ability to occur in different placesin the sentence. Thelexical categoriesare
the heads of these phrases. The phrases headed by the lexical categories N,
V, A, and Parecaled NP, VP, AP, and PP respectively.

3 NP [donation of abook to the library on Tuesday]
VP [donate a book to the library on Tuesday]
AP [proud of the library]

PP [on Tuesday]

opoopw

The head of a phrase defines the properties of the whole phrase. The phrase
donation of a book to the library on Tuesday belongs to the category NP
because the head bel ongsto the category N. The category NPissaid to bethe
phrasal projection of N. Other properties of the NP are also determined by
the head N. For example, while the NP donation of a book to thelibrary is
singular, the NP donations of a book to the library is plural. In structurally-
based theories, this is achieved through some mechanism of feature
percolation or feature passing. In LFG, a lexical head and its phrasal
projection correspond to the same piece of f-structure, so their featuresunify.
There isno need in LFG to stipulate a mechanism for passing features from
head to projection; it isaconsequence of the functional identification of head
and projection.

In configurational languages like English, in which there is a close
correlation between c-structure configurations and grammatical functions,
argumentsand adj unctsoccupy different positions. Constituentsthat function
as arguments are sisters of the head, i.e. in complement position, while
adjuncts are adj oined to the phrasal node:
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@ e
%NP\ PP
‘ on Tuesday
donation

of onebook  tothelibrary

When examining the various phrases in a language, we discover that
there is usually consistency in the relative ordering of heads and comple-
ments. In some languages, such as English and Hebrew, the head uniformly
precedes its complement(s). In others, such as Japanese and Hindi, the head
follows. Thisobservation, originally due to Greenberg (1963), is captured in
X theory by treating all categories as fundamentally identical in structure.?

On the other hand, different categories do have different properties. We
can distinguish categories by their distributional properties. For example, in
English the only category that freely ellipts is VP. Note the following
contrast, where an ellipted element is shown by being crossed out.

(5) a. Thehamster started running when thedinosaur stopped runanihg.
b. *The hamster started the race when the dino stopped the+aee.?

Another category-based difference relates to the category of modifying
elements: NPsare modified by adjectiveswhile other categoriesare modified
by adverbs.

(6) NP
a. urgent nomination of a candidate
b. *urgently nomination of a candidate

2For adetailed study of cross-category generalizationsof thiskindin English, see Jackendoff
(2977).

Note that this sentence is grammatical if the ellipted element is some action, determinable
from the larger discourse, that the dinosaur stopped. But then what is ellipted isa V P.
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(7 VP
a. urgently nominated a candidate
b. *urgent nominated a candidate

(8) AP
a. absolutely complete
b. *absolute complete

9 ADVP
a. absolutely completely
b. *absolute completely

(100 PP
a. completely uncer the table
b. *complete under the table

Propertieslike these can be used astestsfor category identity. Furthermore,
while syntadic theory has to express the simil arities between caegories,
differenceslike these dso must be expresshble.

2.2.2  Functional Categories

An interesting result of continuing reseach into X theory isthe hypahesis
that in addition to lexicd categories, there are also functional categories.
Consider the following naminal phrases.

(1) a [thedorationto the library]
b. [adorationto the library]

Their f-structures are & foll ows.

(12 & me 4 O
[NUM  SG 0
BbRED ‘donation (OBLg,, 0BJ) O
0 [PCASE OBL gy,
[OBLgy O [DEF  +

EDBJ fPrRED ‘library’
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b. [(DEF - U
(NUM  SG U
%’RED *doretion (0BL g, 0BJY O
0 [PCASE OBL gy
[OBLgoy U [DEF +
H QBJ FPRED ‘library’

Definiteness like number, is a grammaticd feaure of the nominal phrase,
andtherefore represented at f-structure. Consequently, (12a) (the f-structure
of the definite nominal) has the feaure [DEF +] while (12b) (the f-structure
of the indefinite nominal) has the feaure [DEF -]. Unlike [NUM sG],
however, these propertiesare due not to the nominal’ slexicd head donation;
instead, they come from the initial a or the. These particles belong to a
caegory often cdled D(eterminer). What these examples $ow is that the
determiner has the headlli ke property of setting properties of the phrase. The
determiner also seams to occupy a heal pdastion relative to the NP: it
precalesit, just asall headsin English precede their complements. Because
of these heallike properties, it has become widely acceted that the
determiner is the head of a phrase, a DP, within which the NPisa comple-
ment (Brame 1982 Abney 1987%).

13 DP

don‘ation A

to the library

The determiner iscdled afunctional category® becauseits purposeisto pro-
vide feduresfor its phrase. The adual lexicd semantic content (PRED fea
ture) is provided by the head of the NP complement to the determiner. From
the perspedive of f-structure, the determiner and nounare co-heads of the
DP.

*Thisterminology aiginated among GB theorists. The word functional here is not related
to the technicd LFG sense of grammaticd function.
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Similarly, consider the following.

(14) a [Youwill donate abook]
b. [You did donate a book]

In (14a), the clause has the feature [TENSE FUT] while in (14b) it hasthe fea-
ture [TENSE PAST]. The tense feature comes not from the verb, but from the
words will and did. These words are called auxiliaries in traditional
terminology; in current generative syntactic terminology the category they
belong to is usually called Infl (or I). Like the determiner in the nominal
phrase, the infl in the clause acts like a head. As in our analysis of the
nominal phrase, we can treat the clause as the phrasal projection of the
functional category Infl (i.e. IP), with the VP in complement position (Falk
1984, Chomsky 1986, Kroeger 1993).

We also see another aspect of phrase structure in (14). The DPwhichis
assigned the function suBJ occupies (in English) aspecial structural position
within the IP; it is a daughter of IP and a sister to a node (an intermediate
projection of infl) which contains the infl and its VP complement. This
special position is called the specifier postion, and the intermediate
projectioniscalled I’ (I-bar).

(15) P
DP I’
‘ /\
you I‘ VP
will \‘/ DP
donate A

a book

In the GB/MP tradition, functional categories other than D and | have
been proposed. The question of other functional categories emphasizes a
central difference between the LFG conception of c-structure and the
transformationalist notion. In GB/MP, functional categoriescan besublexical
features that merge with the lexical head in the course of the derivation. As
aresult, various sublexical features have been proposed as functional heads,
such as agreement, aspect, trangitivity, etc. While these surface in some
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langueges as verbal affixes, they are not independent words. The Lexicd
Integrity Principle does not allow such affixal feaures to be analyzed as
distinct c-structural nodes. The functional categories we have discussd, D
and |, are categories of words, nat sublexicd affixes. In alanguage with, for
example, no free form defining tense, | could nat be analyzed as tense
feaures that must merge with the verb. Such alanguage might smply ladk
the caegory I, or finite verbs might be lexicdly spedfied asbelongngto the
caegory | instead of V. (The latter analysis corresponds to GB's “V-to-I
movement.”)

Evenwithinthemorelimited roleassgnedtofunctional categoriesunder
the Lexicd Integrity Principle, there are additi onal candidatesfor functional
caegories. The cleaest case is the complementizer (C) (Fass-Fehri 1981,
1982 Chomsky 1986, which (usually) takes an IP as its complement. The
complementizer determines certain properties of the clause, such aswhether
it isdedarative or interrogative. Like determiners and infls, it precealesits
sister (IP) in healike fashion.

(160 a ...that youwill dorete abook
b.

CP
C/\IP
| N
that DP I’
T
you | VP
N
will \‘/ DP
dorete I‘D N‘P
a book

Ancther potential candidate is Case (K) (Fillmore 1968 Bittner and Hale
1996 Falk 1997 Butt and King 1999, which aso displays (in languages
where it isafreeform and nd anominal affix) head-like properties. If K is
afunctional caegory, it (usually) takesa DP asits complement and heads a
KP, whichisthe full nominal category. We will not be concerned with K in
this book
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The spedfier position also represents a difference between LFG and
GB/MP. InMP (andsome versions of GB), spedfier positionishypahesized
to be thelocus of agreement or feaure cheding. Many elementsthat are said
to assume spedfier positions do not do so overtly, and are hypothesized to
move there at the covert level of “logicd form.” In LFG, spedfier position
isan overt pasition. Thethreefunctional categoriesthat wearehypahesizing
all have spedfier pasitions. As we have seen, the [SFEC, IP] positionisthe
structural position d the subjed in English (althoughthisis not necessrily
true crosslingusticdly: in some languages subjeds occupy other positions,
and in some languages [SFEC, IP] is a focused or topicdized paosition).
[SFEC, CP] isthe pasition accupied by fronted wh elements. Thisis harder
to show since unless to is a complementizer,® there is no lexicd
complementizer when [SFEC, CP] isfill ed.

(170 a |dontknow [what | shodd rea].
b. *I dorit know [what that | shoud read].
c. | dontknow [what to read].

Wewill returnto thisbelow. Similarly, [SFEC, DP] isasubjed-like position
(possesor) withinthe nominal phrase; hereagain, whenthespeafier position
isfill ed the functional head is absent.

(18 a | admire[Dave' s hamster].
b. *I admire [Dave'sthe hamster].
c. | obed to[Dave sreaingthat bool.

Itisnot clea whether lexicd categorieshavespedfier positions. Bresnan
(2000 hypahesizes that only functional caegories have spedfiers. On the
other hand, it has been hypahesized in GB/MP that the true subjed position
is[SPEC, VP], and that the [SPEC, IP] position s the result of movement.®
For concreteness we will assume Bresnan's hypahesisin what foll ows. As
a result, we depart from the gproach of “traditional” X theory, which
analyzes all caegories as heaving a uniform X-X'-XP (or X ") projedion.
What wearecdling VP, NP, AP, and PPcorrespondmost closely to what are

SWe will arguein Chapter 5 that to isa complementizer.

K roeger (1993 arguesthat the all eged V P-internal subjed in Tagalogisnoatinsidethe VP.
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usualy cdled V', N, A", and P'.

2.2.3 Endocentricity

One of the claims of X theory is that all phrases have heads of the same
caegory: anNPisheadedbyan N, anIPisheaded by an|, etc. Thisproperty
is cdled endocentricity. However, it turns out that this claim must be
qualified somewhat. One murterexample is discussd here; a second is
included in the exercises for this chapter.

Asdiscussed abowve, headsof functional phrasal categoriesare sometimes
absent. Consider the subardinate dausein (17a) abowe. Its gructure is:

(19

cp
/\
T

what IP
DP/\I !
N
shoud read
In this structure, the CP hasno head C. Thisisaviolation of endacentricity.

One possble solutionto this problem would be to postul ate an “empty”
head complementizer:

(20

~

CpP

DP

C 7
‘ C/\

what IP
‘ /\
D‘P |’
VAN

e
shoud read
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Thishypaheticd empty C violates the principle of Econamy of Expresson.
It contributes nathing to either the f-structure or the meaning, and is thus
superfluows. It isnathingmorethan an artificial devicefor forcingahealless
CP to appea to have aC hea.

Bresnan (2000 suggeststhat the headlessCPisgrammaticd becausethe
spedfier itself provides the fedures that would be provided by the head. A
complementizer such asif or whether would mark the clause & a question;
that isthe function of these complementizers.” Formally, it adds a question
feaure to the f-structure correspondng to the dause. Here, however, the
fronted wh element providesthis feaure. The spedfier’s contributionto the
f-structure renders the head superfluows. Under Econamy of Expresson,
superfluows c-structure nodes do nd exist. Therefore, we exped the head to
be absent. Under this approad, c-structure headedness is dependent on
f-structure information.

Itisinstructiveto comparethisapproachwiththe empty complementizer
aternative. There are two variants of the enpty complementizer approach.
Onevariant would trea the complementizer astruly empty. Itisunclea that
there is any advantage to this approach. As noted abowe, it is nothing more
thanthe useof an artificial deviceto saveendocentricity after acourterexam-
ple has been discovered. A more sophisticated approachisto trea the empty
complementizer itself as containing a question feaure, and enteringinto an
agreament relation with the spedfier. Here again, it is not clea what the
purpose of the complementizer is. Thisisnot agreement in the usual sense,
where some overt marking ona heal corresponds to some feaure of a
dependent. Since the complementizer is not pronourced, there is no owert
marking. Furthermore, such an acmurt does not explain why the
complementizer can be empty predsely in a case where the information that
would come from the cmplementizer comes from some other source.

Finally, a word about ancther kind d construction that is sometimes
though to invalve anull complementizer. Compare the complement clauses
in the foll owing sentences.

(21) a | know [that the world isflat].
b. I know [the world isflat].

In (21a), the complement of the verb know is a CP, headed by the

"Recdl that Cisafunctional category.
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complementizer that. In (21b), on theother hand, thereisno complementizer.
Such cases are sometimes analyzed as involving an empty complementizer
which is an allomorph of that. Unlike the case discussed earlier, here there
is no other element in the clause to render the complementizer superfluous.
However, thereisno reason to posit an empty complementizer because there
is no reason to posit a CP. An aternative analysis would be to treat the
complement clause here as a bare IP. Importantly, that-less clauses have a
different distribution from CPs. For example, CPs (with or without an overt
complementizer) can be subjects; that-less clauses cannot.

(22) a [What | should read] isa question that disturbs me.
b. [That the world isflat] disturbs me.
c. *[Theworld isflat] disturbs me.

The different distribution suggests very strongly that the that-less clause
belongsto adifferent category. Thisisthus not a case of a missing comple-
mentizer.

2.3 Phrase structurerules

It is clear from examining many languages that different c-structures are
grammatical in different languages. This, in fact, was one of the points made
in Chapter 1 when we demonstrated the need to separate grammatical
functions from c-structure configurations. This means that the grammar of
each language will have rules defining (or licensing) well-formed c-struc-
tures. This contradicts the approach taken in contemporary transformational
theories, in which phrase structure configurations are taken to be the result
of universal or near-universal principles (such as the Projection Principle)
relating the lexicon to the syntax.

The traditional formal device for licensing c-structures is the phrase
structurerule. A first approximation at the phrase structurerulesfor English
is(23).

(23) a Functiona maximal projections
CP - XPC

P
P - %P%I’
EPPH
DP - DP D’
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b. Functional single-bar projedion
C >CIP
"> 1 VP
D' DNP

c. Lexicd phrases

VP _ V DP DP PP* 'FF’,@

PP _ P DP PP IP
NP — N PP* CP

AP . APPOE
T 0 D

d. Adjuncts’
AP ;
XP - @DVPEXP,XPaIexmd cdaegory

XP - XP PP, XPalexicd caegory

Intheserules, the caegoriesontheright areli censed asc-structure daughters
of the categaries on the left, in the order shown. Note that the different
distribution of CP and IP, mentioned in the previous sedion, isexpressed in
these rules.’

A few comments are in order abou the formalism of phrase structure
rules. First, obligatory and optional constituents are often dstingushed by
putting parentheses aroundoptional congtituents. We will not do this here
because the Econamy of Expresson principle statesthat all c-structure nodes
are optional. Second, the asterisk after PPin (23f) isan ogperator, cdled the
Kleene star, which means ‘any number of' . Thus, acording to thisrule, a
VP can contain a maximum of one V, two DPs, any number of PPs, and a

SWeasaimethat an appropriate feature systemwill makeit posshbleto spedfy that APgoes
with NP and ADV P with ather categories. Also nae that ADV Pin VP neel not precalethe VP,
we will return to this.

°It has been argued (Koster 1978 Bresnan 1994 that “subject” CPs are not in the same
structural position as subjed DPs. We will be asauming that they are in the same position.
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constituent that can be either |P or CP. A related notationisthe Kleene plus,
which requires at least one. For example, coordinated phrases consist of a
sequence of phrases, foll owed by a @wnjunction and ore more phrase, asin
lions, tigers, and bears. There must be & least one phrase before the
conjunction. We can expressthis with the following plrase structure rule.

(24) XP— XP' CONJ XP

The Kleene plus defines an exception to the statement in the Econamy of
Expressonprinciplethat c-structure nodes are optional. It isnot just the pre-
CONJ part that must appea, the conjunctionandthefinal conjunct must also
be present. This semsto be aspedal property of coordinate structures.

Phrase structure ruleshave been much mali gned in post-1980generative
syntax. In the GB framework (Chomsky 1981 Stowell 198]) it has been
claimed that they are redundant because they follow from more genera
principles of the theory (primarily endccentricity and the Projedion
Principle). Therefore, it has been argued, they serve no pupose in the
grammar. Theideathat c-structure configurationsare completely predictable
from independent principles is shown to be false by the wide range of
c-structural propertiesavail ablein different languages. However, eveniif the
premise were true, the conclusion would nd follow. A formal theory of
c-structure must have a formal device to define what is a well-formed
c-structure. Positing phrase structure rules does nat necessrily mean that
these rules are primitive; they could very well be derived from more genera
principles of grammar. It is instructive to recdl that while X theory is
generaly taken in GB to constrain possble structures, ealier work in
X theory (e.g. Jackenddf 1977) understood it to constrain plrase structure
rules.

Anather, more cogent, line of attadk onphrase structure rulesisthat they
conflate dominanceand ordering relations. This argument has been made at
varioustimesin the history of generative syntax (Stahl 1967, Gazdar, Klein,
Pullum, and Sag 1985 Falk 1983, inter alia), and it has become standard in
thetheoreticd framework of HPSG (anditspredecessor GPSG) wherethejob
of phrase structure rules is divided between ID (immediate dominance)
rules and LP (linear precedence) rules. Such an approach allows the
cgpturing of ordering generali zationswhich traditional phrase structure rules
areunableto express ID rulesarelike phrase structure rules, except that they
don't spedfy relative ordering. A comma is placal between the daughter
nodes. Our existing phrase structure rules are unchanged, except for the
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adjunct rules, which can be smplified asasingleruleif ordering isfactored
out.

(25)  Adjunct ID rule
PP
XP - XP, AP |1 XPalexical category
ADVP

The generalizations about ordering are expressed by a separate set of LP
rules.®
(26) XCinitial
DP < PP

oo

c. PP(< cP ) final
IP

d. SPECinitial
<< AP
ADVP PP

Wewill not restate the phrase structure rule for coordination (24) in terms of
ID and LPrules. Aswe saw when weintroduced therule, it differsfrom other
phrase structure rules in that its daughter nodes are obligatory. The ordering
isalso acrucia part of the coordination construction. We hypothesize that
these are special constructional properties of coordination. Thisis expressed
by the specia status of the coordination phrase structure rule.

By factoring out ID and LP rules, more elegant statements of the
generalizations about phrase structure can be achieved. We can express the
fact that both PP and A(DV)P can be adjoined to any lexical category, with
PP following because PPsalwaysoccur near theend of aphrase, and A(DV)P
preceding in categories other than VP. Since no ordering is expressed for
ADVPin VP, either ordering is possible.

®

19(26¢) is a makeshift notation. It indicates that PP either is itself final or is followed by a
CP/IPwhich isfinal. This could be expressed as follows:

() PPfina v (PP<{CI:F|?} A {?FE’} final)
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The LFG literature does nat generally adopt the fadorizaion d phrase
structure rules (althoughBresnan 2000 des, as does King 1995. We will
adopt it in thistext.

24  Exocentricity

In a theory of c-structure based solely on X theory (asin GB theory), all
phrasal categoriesare projeded from heals. That isto say, all categoriesare
endccentric. It isclea why such atheory isdesirable: it isrestrictive and it
is grondy lexicd (since phrases are projeded from lexicd items).

Unfortunately, thereisevidencethat thisisincorred. For example, aswe
saw in Chapter 1, there are languages that lad the caegory VP. Consider
again the foll owing sentence from Malayalam.

(27) a Aanaye kutti kantu.
elephant. ACC child.NOM saw
‘The dnild saw the dephant.’

b. S
ToT
aanaye kutti kantu

In alanguage with flat clausal structures of this type, the usual concepts of
X theory donat apply. There is no spedfier-head-complement structure, no
functional caegory - lexicd category progresson. Formally, the dause has
no c-structure heal. A phrasal category with no c-structure head issaid to be
exocentric.

The claim within generative grammar that exocentric structures are
possble is not origina with LFG. The first generativist to propcse two
diff erent typesof syntadic organizationwas Kenneth Haleinthe 197G (see
for example, Hale, Jeanne, and Platero 1977, who dstingushed between
configurational and norconfigurational languages, or “ X-bar” (languegesthat
obey the principlesof X theory) and“W -star” (languagesthat havethe phrase
structure rule S — W*, where W is aword). Bresnan (2000 foll ows up on
this by referring to languages invaving endocentric organization and
lexocentric organization. Under endacentric organization, grammaticd
functions are encoded in c-structure configurations. Under lexocentric
organizaion, grammaticd functions are encoded bylexicd means, such as
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Case and agreement morphdogy. Languages may have a mixture of
endocentric and lexocentric organizaion.

LFG enriches the theory of c-structure with a single nongojedive
exocentric caegary, S, distinct from IP. Sisnot part of the X system. It does
not have a c-structure head, and therefore cana be identified with any
lexicd caegory. It can consist of astring of words, or astringof phraseswith
asingelexicd item to serve asthe functional head, or aNP (or DP) subjed
and predicate of any caegory.

(29 a S - X
b. S - XP*, X°
c. S - NP, XP

Languages can combine endacentric and exocentric structures. For example,
consider Hebrew.

(299 a dani kara sefer.
Danny read a.book
‘Danny read a book’

b. dani nora xaxam.
Danny awful smart
‘Danny isawfully smart.’

(29) is an ordinary sentence, with an |P-over-VP structure. (As in many
langueges, the finite verb in Hebrew isin | rather than V.) In (29b), on the
other hand, there is no c-structure head to the sentence It consists of a DP
subjed and an AP predicate. The cstructures of the sentences are therefore
asfollows.

B0 a P b. S
DP |’ DP AP
Loy LA
dani I VP dani
\ \ nora xaxam
kara DP
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Both IP and S can be complements to CP in Hebrew. So the syntax of
Hebrew will i nclude the foll owing phrase structure rules.

3) a CP - XP C

b. C CIP
. d S

c. IP - DPI

d I - IVP
e S - DPXP

Evenradicdly nonconfigurational languegeslike Wal piri andWambaya
can have endccentric structures. Recdl from Chapter 1 that in these
languagesthe “auxili ary” must bein secondpasition. The “auxili ary” isinfl,
whichintheselanguagesincludestense andagreament feauresandisaways
separate from the verb. It has been propcsed by Austin and Bresnan (1996
for Warlpiri and Nordlinger (1998 for Wambaya that the single constituent
before the verb isafocused o topicdized element in [SFEC, I1P]. However,
followingtheinfl thereisnoevidencefor internal structure, and constituents
(including the head verb) can occur in any order. The proposed structure,
then, has an S as complement to |, asin (32a). Similar analyses have been
propacsed for Irish (32b) and Tagalog (32a,b) (Kroeger 1993.

32 a P
XP

I!
I/\S
N
c/C, ..C,

b. 1P

/\
XP |’
/\
| S
DP

XP
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Additional readings

The literature on X theory is vast and goes far beyond LFG. Here, we will outline some
highlights.

X theory hasits originsin Chomsky (1970, and was explored by many reseachersin the
197Gs. The best known (and most thorough) of these studiesis Jackenddf (1977). The nation
of functional categories, althoughpopuarizedin GB inthelate 1980, hasitsorigininwork dore
by lexicdly-oriented syntadiciansin thelate 197G and ealy 1980, as noted in the text. Thus,
lexicdly justifiablefunctional categoriessuch asD, |, and C (and maybe K) are adopted in LFG
naot in imitation d GB but because lexicd properties justify them. More recent LFG studieson
X theory include King (1995, Kroeger (1993, and Bresnan (2000. All of these take an
approac to functional categories smilar to the one taken here. For a more skepticd view, see
Borjars, Chisarik, and Payne (1999.

The Econamy of Expresson principleisinherent in most work in LFG, and isformulated
in Bresnan (2000.

The discusson of endacentricity is based largely on Bresnan (2000. For an analysis of
“mixed categories’ like the English gerund (a DP healed by a VVP), seeBresnan (1997 2000
Chapter 13).

Theexocentric caegory Swasintroducedin Bresnan (19821, and hasfigured prominently
in LFG studies of norconfigurational langueges, but was first clealy distingushed from IP by
Kroeger (1993. Simpson (1991), Austin and Bresnan (1996, and Nordlinger (1998 discuss
norcorfigurationality and hav to analyzeit.

Exercises

1. Over the 40+ yea history of generative syntax, the auxili ary system of
English has receved a fair amount of attention from a variety of
theoreticd frameworks. We will assume here that the following
c-structural analysisis corred.

@ the finite forms of auxiliary have and all uses of be occupy the
structural pasition of I, as do finite forms of the verb do in “sup-
portive” use
all other finite verbs occupy the V paosition
all norfinite verb forms (including norinite forms of have and be)
areinV paostion
modal auxili aries, which have no verb-like properties, arein |
elements of | (modals; finite be, auxili ary have, suppative do) are
in C positionin dred questions (“ Subjed-Auxili ary Inversion”)

@® 60
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These assumptions are widely accepted, and are supported by a large
body of evidence. (For a(somewhat outdated) L FG perspective, see Falk
1984.) Now consider the sentence:

Thistheory is nonderivational.
On the assumption that the complement of | must be VP, its c-structure
would have to be the following.

IP
/\

DP I’
A A
this N is AP

theory

nonderivational

In aderivational theory like Government/Binding theory, this structure
is the consequence of V-to-l movement, and is leaves a trace in the
position of the head of the VP. In LFG, there is no movement and no
evidence for atrace in V position. As discussed in the text, isisan |
becauseit islexically specified as belonging to the category I. That isto
say, instead of a movement analysis of the I-hood of is, LFG offersa
lexical analysis. Without motivation (either theoretical or empirical) for
an empty V in the VP, the VP is unheaded.

a.  What kind of evidence might there be to choose between a move-
ment analysis and a lexical analysis? Is there any evidence in
English favoring alexical analysis?

b. Isthere empirical evidence for the VP node? (Does the constituent
nonderivational act like aVP in any way?)

¢. Inthe text, we discussed the problem raised for endocentricity by
complementizer-less CPs, and determined that the problem can be
solved by referring to the f-structure correspondent of the CP. Can
you think of a similar approach that would make the headless VP
not problematic?
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Unlike GB, LFG has a nongojedive (non-X) category S. Consider a
sentence with no auxiliary, such as Joan wrote a book. Shoud it be

analyzed asan IP (asin (i)) or an S (asin (ii))?

(i) IP
DP I’
Jo‘an V‘P
DP
wrote D NP
L bc‘)ok
(it) S
/\
DP VP
Jo‘an V/\DP
wrote D NP
a book

Explain you answer.

We have argued that determiners head a phrase (DP) of whichthe NPis
a complement. Consider the bradeted phrases in the sentencesin (i).

(i) a [Students] dor't liketo do hanework.
b. They threw a party for [praditioners of generative basket-
weaving].
c. Thebookreceved [gred reviews).

Are these phrases NPs or DPs? Explain your answer. What impli caions
does this have for the ID rules for English?
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3

Functional Structure

In this chapter, we will discussthe properties of f-structure. F-structureswill

be more mysterious to you than c-structures, sincethey do nat have aformal
analog in transformational theories. As discussed in Chapter 1, f-structures
are attribute-value matrices (AV Ms), in which the attributes are feaures and
grammatica functions, andthe values can be either atomic entiti esor small er
f-structures.

3.1 Grammatical functions

The aucial concept behind f-structure is, of course, grammatica functions.
Grammaticd functions are postulated in LFG because they display interna
coherence but do nd correspond to a uniform semantics or a uniform
c-structural redizaion. Just as LFG’ s theory of c-structure builds onideas
from other theoreticd frameworks, like GB, the theory of grammatica
functions also draws on ideas first raised in other theories. The first
generative theory based on grammaticd functions is Relational Grammar
(RG; Perlmutter, ed. 1983, so not surprisingly ideass from RG have
influenced LFG.! LFG has also drawn onideas from typadogica and func-
tionali st approacdhes.

The most basic function that syntadic dements srve is to express
argumentsof predicates. Consequently, themost basic grammaticd functions
arethear gument functions. The best understoodof these are suBJ (subjea),
oBJ (objed), 0BJ2 (secondary ohbjed),” and the oBL, (oblique) family of

"We will not discussdifferences between LFG and RG.

AWe will have more to say about oBJ2 in Chapter 4.

55
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functions. Additional functions of this type are POSS (possessor), which is
used for arguments of nouns, and comp (complement), which is used in
languages like English instead of oBJfor certain argumentsthat are realized
as CP or IP. There are also nonar gument functions, such as ADJ (adjunct),
Focus, and TOPIC. This distinction between argument functions and
nonargument functionsis similar to the GB distinction between A positions
and A positions, but in LFG the distinction isbetween grammatical functions
rather than c-structurepositions. Thedistinctionisequally valid for languages
that distinguish arguments from nonarguments structurally and those that do
not.

Research on grammatical functions has shown that further distinctions
can be made among the argument functions. There is a fundamental
distinction between grammatical functions like suBJ, 0BJ, and 0BJ2 on the
one hand, and the 0BL,, family on the other.® The former are called the core
(or term) functions, while the latter are noncore (or nonterm). The core
functions are the ones that are typically realized as DPs in languages like
English and nominative or accusative® Caseinlanguageswith morphological
Case. In addition, function-based phenomena most frequently involve the
core functions. Conversely, noncore functions are rarely implicated in
function-based constructions, and are typically marked with prepositions or
Cases expressing their thematic roles. Core functions are more strictly
grammatical functions, while noncore functions are more closely tied to
semantics.

A finer-grained distinction can be made among the core functions as
well. Asfirst noted by Keenanand Comrie (1977), theargument functionsare
arranged in arelational hierarchy, indicating their relative accessibility to
grammatical processes such as relativization (the process discussed by
Keenan and Comrie), antecedence of anaphors, etc.

Q) SUBJ > OBJ > OBJ2 > OBL,

Note that the core functions outrank the noncore functions on the relational
hierarchy. More interestingly, the core functions are themselves hierarchi-

SWewill not discussthe status of the Possand comp functionsin terms of the core/non-core
distinction; it is not clear how this distinction applies to them.

“or ergative, in ergative and active languages.
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cdly arranged. The hierarchy corresponds very closely to the structural
positions asociated with the argument functions in GB and MP, with
hierarchy-related phenomena attributed to the structural relation “c-com-
mand.” The difference between the relational hierarchy and c-command is
that the structural configurations on which c-command is based are not
independently justified in all languages.

Argument functions (andthe function ADJ) represent the clause-internal
asped of syntadic elements. However, clausesdo not exist inisolation: they
are embedded in eat other and form parts of discourses. So, as a secndary
function, asyntadic element canrelatetoitsclause splaceinlarger syntadic
or discourse structures. These seandary functions can be cdled overlay
functions (asin Johrson and Postal 1980.

Itisgenerally assumed in the LFG literature that there are & least three
such overlay functions: ToPIC (or TOP), which expresss the topic of the
discourse (and thus old information); FOCUS (or FOC), which expresses new
information; and suBJ (subjed), which is the default discourse topic, andis
a topic-like element conneding clauses in the same sentence (it is often
shared between coordinated clauses, it isinvalvedin “raising’ constructions,
etc.).® Notethat, whil e the suBJfunctionserves (at least partiall y) to conreat
clauseswithin asentence, the other overlay functionsrelate asentenceto the
larger discourse. For this reason, functions like TOPIC and FOCUS can be
cdled (grammaticized) discourse functions (Bresnan 2000. Discourse
functions are not part of discourse representation, any more than argument
functionsare part of lexicd semantics. They are grammaticd (i.e. syntadic)
functions that expressrelations that are relevant for discourse grammar.

To conclude, the following is the set of grammaticd functions that we
will be assuming.

The charaderization of susjasdefault topicisdueto Andrews (1985 and Bresnan (2000).
The aossclausal sentence-internal properties of susJare discussed in Falk (1999 2000).
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2
@ overlay nonoverlay overlay
argument nonargument
core non-core

SUBJ | OBJ | OBL ADJ FOCUS
OBR | TOPIC
' etc.

COMP

POSS

Nonoverlay argument functions(in other words, all argument functionsother
than suBJ) are called complement functions and, as discussed above,
nonargument overlay functions(i.e. all but sSuBJ) are discourse functions. We
will use the following abbreviations for classes of grammatical functions:

GF any grammatical function
AF argument function

AF nonargument function
CF core function

cPF complement function

OF overlay function

DF discourse function

3.2 W ell-formedness conditions

There are several well-formedness conditions on f-structures. These
constraints play arole in ruling out certain sentences as ungrammeatical .

The most basic kind of constraint on sentences in any theory is related
to arguments. the argument-filling elements must be matched up with
selected argument types. In classical generative grammar, thisis captured by
the notion of subcategorization, in GB by the ® Criterion, and in MP by part
of the Principle of Full Interpretation. Thisiswhy (3a) isgrammatical while
(3b) and (3c) are ungrammatical: in (3b) an argument is missing and in (3c)
there is an extra argument.

3 a. | donated a book to the library.
b. *I donated to the library.
¢. *1 donated the university a book to the library.
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In LFG, thisisformalized in terms of a relationship between the argument
functionsspedfiedinthelexicd form of the head andthe argument functions
appeaingasattributesinthef-structure. Anf-structureinwhich all argument
functions seleded by the head adualy appea is a complete f-structure;
conversely, ore that is misdng (at least) one agument is incomplete.
Similarly, an f-structure in which al the agument functions appeaing as
attributes are seleded by the head, and thus fit into the argument structure,
is said to be coherent (i.e. interpretable), while one in which there is (at
least) one agument that is nat seleded isincoherent.

(5) a agrammatica f-structure®

Buss  [1"] <€, O
ENSE  PAST » E
RED  ‘donate (SUBJ, OBJ, OBL,, OBJ)

[bBJ [“abook”](-----ﬂ L O

o pease osL, & O o
BL Goal O

Ej cod Ldpy  [“thelibrary’]d A

b. anincomplete f-structure

[$3UBJ [ I ] e >
ENSE  PAST y o E

(PRED ‘' dorate (SUBJ, OBJ, OBL g,y OBJ)

O [PCASE  OBLy, i E

SJBLG‘“ By [“thelibrary’ g -

A quick comment about notation: Notethe use of doudequatesasashorthand. Thisisdone
whenwe do nd want to spedfy the detail s of the subsidiary f-structure, just asatriangleis used
in c-structure & an dternative to displaying the internal structure of a cnstituent.
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c. anincoherent f-structure

Buss  [*1"] <, O (2
ENSE  PAST ) E
RED  ‘donate (SUBJ, OBJ, OBL g,y OBJ) [

[(dBJ “the university” | .~ 0.

Ul p " e T

B2 a book ] G 0

EDBL [Pcase OBL & 0 E

“the i brarv” 10
5 By [“thelibrary”]H 5

We can statethe Coherenceand Compl etenesscondti onsasfoll ows. Weem-
phasize that completenessand coherence must be locd; that is to say, the
same AV M within the f-structure must contain both the governing PRED and
the governed argument functions. (Recdl that the term f-structure isambigu-
ous between the representation of the entire sentence and the various locd
f-structures that compriseiit.)

4 a. Completeness Condition (first approximation)
All argument functions spedfied in the value of the PRED
feaure must be present in the locd f-structure.

b. Coherence Condition (first approximation)
All argument functions in an f-structure must be seleded by
their locd PRED.

There is something missng from these statements. We have seen that
idiom chunksandexpletive elements are arguments, but diff er from ordinary
argumentsin two ways. First, they are represented in the syntax as meaning-
less they ladk the PRED feaure. Second they are nonthematic aaguments;
they donot recave a thematic role from the verb. These two properties are
related to ead other, and to the Compl etenessand Coherence condtions. If
a semanticdly empty element were placed in a thematic argument dot, the
result would be the same & having nahing there.

(5) a. *| doreted there to the library.
b. *Tabsdoreted abookto the library.

Conwersely, ameaningful item placed inanonthematic argument slot would
be incoherent.
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(6) a. *The sentence seamsthat the subjed isan expletive.
b. *We kept surveill ance on the suspeds.

We can therefore ald this to the statements of the conditions.

@) a. Completeness Condition
All argument functions spedfied in the value of the PRED
feaure must be present in the locd f-structure. All functions
that recaéve athematic role must have aPRED feaure.

b. Coherence Condition
All argument functions in an f-structure must be seleded by
their locd PRED. Any argument function that hasits own PRED
feaure must be assgned athematic role.

Althoughthe Completenessand Coherence conditions have rougHy the
sameeffed asGB'’s© Criterion, thereare someinteresting diff erences. Inthe
first place the ® Criterionrelatesto the mapping between argument structure
and c-structure positions. The Completeness and Coherence refer to
f-structure, not c-structure, and thus cannat be used to motivate the existence
or norexistenceof anodein c-structure. Thisisimportant becausein the GB
literature the ® Criterion (and its cousin, the Projedion Principle) are often
used to motivatethe presenceof empty caegories. Argumentsof thiskindare
impaossbleinprinciplein LFG. Second, Compl etenessand Coherenceare not
a“e” criterion; they do nd impase a one-to-one mapping between thematic
rolesandarguments. Finally, the® Criterionasgenerally interpretedincludes
the stipulation that the same element cannd receve thematic roles from two
diff erent heads. We have not incorporated this stipul ationinto the Compl ete-
nessand Coherence condtions. It isat best unmotivated, and, aswe will see
when we discusscontrol constructions, there is reason to believe that it is
incorred.

The nation of coherence can be extended to norargument functions.
Recdl that these come in two varieties: overlay functions and ADJ. For an
overlay function to be coherent, it must be identified with some dause-
internal position; FOcus and TorPIC are simply highlighted elements that
would be in the clause anyway.” Adjuncts are grammaticd if they modify

"Recdl that they are “overlay” functions: laid over the more basic afunctions.
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meaningful elements; an adjunct modifying an expletive would not be
incorporable into the meaning of the sentence.

(8) Extended Coherence Condition
All functions in an f-structure must be incorporated into the
semantics. Argument functions are subject to the Coherence
Condition. Overlay functions must be identified with argument
positions. Adjuncts must be in f-structures containing PREDS.

There is one additional well-formedness constraint which we have been
assuming implicitly. The concept of unification is based on the idea that an
f-structure attribute can only have asingle, or unique, value, or alternatively
that its value must be consistent. This condition is called the Uniqueness
Condition or the Consistency Condition.

9) UniquenessCondition (also called Consistency Condition)
Every attribute has a unique value.

That isto say, for example, that a clause cannot have two different susJs, or
two different TENSES.

The four conditions (Completeness, Coherence, Extended Coherence,
and Uniqueness/Consistency) fulfill the samerolein LFG asthe Principle of
Full Interpretation and the © Criterion do in transformationalist theories.
They insure that the various parts of the sentence fit together. However, the
LFG version ismore specific that Full Interpretation in the requirementsthat
it sets, and, as we have seen, differs from the © Criterion in its effects.

3.3  Someformalism: thec-structure—f-structure mapping
3.31 Overview

Now that we have discussed the properties of c-structure and f-structure, we
will discuss the mapping between them. This mapping is the heart of the
descriptive power of LFG, since it deals with the relationship between overt
syntactic elements and the features they represent. The formal system isa
mathematical algorithm; to students familiar with only semi-formalized
theorieslike GB/MP it may look forbidding at first glance. The approach we
will take hereisto build up the conceptsintuitively by starting with asample
c-structure and f-structure and working backwards.
The sample sentence we will useis.
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The hamster will give afalafel to the dinosaur.

We will assume the foll owing structures.

11
/'P\
A
R R T N
the I‘\I give /D\ I‘D D‘P
hamster I‘D N‘P to /D\
R (R
falafel the I‘\I
dinosaur
O (DEF  + O 0
%U BJ [(PRED ‘ hamster’ [] E
UM  SG
| @I E U
[ENSE  FUT 0
[PRED  ‘give (SUBJ, OBJ, OBL,, OBJ) ]
0 [DEF - O 0
%)BJ [BRED ‘falafel’ 0] E
0 Hium  sG H 0
O [PCASE OBL, |
. O [DEF  +
[PBL Goa %)BJ [(PRED ‘dinosaur’
E 0 Hium  sG
3.3.2 Correspondence

Recdl that L FG isbased ontheideathat thereisarelationof correspondence
between nodes in the c-structure and parts of the f-structure. To make this
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concrete, consider the outermost f-structure in the f-structure. The value of
the TENSE feature comes from I, and the value of the PRED feature comes
from V. The presence of the suBJ attribute is due to a property of the IP,
namely that it hasa DP daughter. Finally, the presence of the 0BJand OBL g,
attributes are due to properties of the VP. The outermost f-structure thus
correspondsto aregion of the c-structure composed of the IP-I projection and
the VP-V projection. Similarly, the leftmost DP node and everything it
dominates correspond to the value of suBJ.

Aswe observed in Chapter 1, mathematical relations of correspondence
are central to theories like LFG. The mapping relation from c-structure to
f-structure is called ¢ (phi); the mapping from f-structure to c-structure is
therefore ¢ * (theinverse of ¢). These mapping relations can beincorporated
into grammatical rules. Thisisbecause all levelsof structure exist simultane-
oudy at different dimensions; there is no derivational relationship. For
example, in English the constituent corresponding to the grammatical
function 0BJ precedes the one corresponding to 0BJ2. This can provisionally
be expressed in the following LP rule.

(12) ¢ *(oBJ) < ¢ *(0BR)

Thisisnot quiteright, however. The problem isthat several c-structure nodes
can correspond to one f-structure; the c-structure correspondent of an
f-structure istherefore not anode but a set of nodes. The solution isto define
a precedence-like relation at f-structure derivative from c-structure prece-
dence. This notion has come to be called f-pr ecedence, symbolized with a
subscripted f following the precedence symbol. Two dightly different
definitions have been proposed in the literature. We will state them both in
prose and with symbols.

(13) a (from Kaplan 1987; Zaenen and Kaplan 1995)
An f-gtructure o f-precedes an f-structure g iff all nodesin the
set ¢ (o) precede all the nodes in the set ¢ ().

o = p iff for al n,c ¢ () and for al ne ¢ *(B), n,<n,.
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b. (from Bresnan 199%; 2000
An f-structure « f-precedes an f-structure g iff the rightmost
nodesin the norempty set ¢ *(a) precedes the rightmost node
in the norempty set ¢ *(p).

o < B iff & *a) and ¢ *(B) are norempty and for n, the
rightmost element of ¢ *(«) and n, the rightmost element of
&), ny<n,.

There are some interesting diff erences between these two definitions. For
example, under thefirst definiti onan f-structure element with nocorrespond
ingc-structureredi zation vaauowsly f-precedesandfoll owseverything, whil e
under thesecondempty elementsdonat enter into f- precadencerel ations. For
our purposes, either definitionwill suffice We can restate our LP rule.

(14 oBI<; OBR2

Sincef-precalence, under either definition, isdefinedintermsof c-structure—
f-structure mrrespondences, this LP rule still i nvalves corresponcence.

These correspondences can be formalized by asdgning a variable to
ead correspondng pair, asymbal that can be used to represent the pair. By
convention, the variables are indicated asf,, f,, etc. They can be marked on
both the ¢structure and the f-structure.
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o A
D'f, I, VP,
|‘3f4 NP, will \‘/f10 D‘Prll /P%
the Nfs give Dty Pr,, D‘F‘r18
hamster |‘3f13 I\I‘F‘r14 to /DQ
a I\‘If15 I‘DfZO N‘PfZl
falafel the l‘\wz2
dinosaur

¢ 0 Z[DEF + O O
8 %UBJ “[PRED ‘' hamster’' O O
19 75 |:|
© 5 s @UM SG E 0

[TENSE FUT 0

ERED ‘give (SUBJ, OB, OBL g,y OBJY E

0 LEF - 0O 0

[PBJ @ [Brep ‘falafel’l B

0 i FlumM  sG H 0

E b ECASE OBL ¢y

17 il
OB e Q o e
BJ W [PRED ‘dinosaur
E g & Hum  sG

3.3.3 F-descriptions

Giventheformal expresson of correspondencein termsof variables, we can
define the mapping between the c-structure and the f-structure in our sample
sentence. We do this with a series of equations cdled an f-description
(functional description). For example, we want to say that f, and f, are the
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samef-structure; i.e. thef-structure correspondentsof constituents1 and 7 are
identicd. This can be dore with the functional equation:

(1 f,=f,

Similarly, we want to say that if you find the f, and chedk the value of its
SuBJ attribute, it will be f,. So what we want to be equal to f, is a path
throughthef-structure startingat f, and continuingthroughthe attribute suBJ.
Thiscan be expresed as:

17  (f,suBy) =f,
(Note that a path throughthe f-structure is enclosed in parentheses.)
The full f-descriptionis:

(18  (f,suBy =f,
f,=1,
fy=1,
(f, DEF) = +
fy=1s
fg="s
(fs PRED) = ‘hamster’
(fs NUM) = SG
f,=1,
f, =1,
(f TENSE) = FUT
f, =1,
fo =ty
(f,o PRED) = ‘give {((f,, SUBJ) (f,, 0BJ) (f,o OBLg,y OBJ))’
(fo0B) =1},
f =1
fo=1is
(f15 DEF) = -
(f ;3 NUM) = SG
fo=1u
fla=fis
(f,s PRED) = ‘falafel’
(f;s NUM) = SG
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(fs OBLgoa) = fig
fie="fs

(f,; PCASE) = OBL g,
(f,e 0BJ) =1
fig=Tio

flo="Ta0

(fy DEF) = +
flo="Txn

f1="12

(f,, PRED) = ‘dinosaur’
(f,, NUM) = SG

Compare the f-description with the c-structure and f-structure @owe. You
shoud see how the c-structure—f-structure relation is expresed by the
f-description.

A couge of observations are in arder abou the f-description:

® |Inthe DP afalafel the singuarity isa property of both the D a and the
N falafel. Thisiswhy the f-descriptionincludes both (f,; NUM) = sG and
(f,sNUM) =sG (D isf,;andN isf,.). Sincef,, =f,;andf,, =f,, =f,., and
thereforef,, = f,., these valueswill unify in f-structure. Thisexplainsthe
ungammaticdity of *a falafels, in which the same f-structure would
have the values [NUM SG] and [NUM PL]. This kind of spedficaionis
inconsistent (i.e. it violates the Consistency/UniquenessCondtion). As
already observed, LFG does not require any extramachinery to enforce
this ort of agreement.

® Note the PRED value of give. The aguments, which we have been
representing until now as SUBJ, etc., are more properly the values of the
SUBJY, etc., functionsin give' sf-structure. The equationin the f-descrip-
tion hes been so notated; the f-structure shoud be updated acordingly.

Mathematicdly, thef-descriptionisaset of smultaneous equations, and
the f-structure is the solution (technicdly, the minimal solution, since ay
f-structure with additional material would also be a solutionto the f-descrip-
tion).

3.3.4 Functional annotations

The equations of the f-descriptionareassociated with partsof the c-structure.
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For example, the equation (fy 0BJ) = f, is due to the fact that f,, isa DP
which isadaughter of the VP associated with the variablef,. In English, this
structural position is associated with the grammatical function oBJ. Thisisa
fact that the grammar of English must express.

The equations can be annotated to the c-structure nodes with which they
are associated to make the connection clearer. For example, the piece of tree
containing the daughters of VP would be:

(29) VP,
fo=Ti0 (f, oY) =1}, (fs OBLgoa) = 16
Vi, DPr,, PPx ¢

An examination of this tree fragment reveals a very interesting fact: the
equations express local relations between mother and daughter nodes. We
already know that locality isadesirable feature of atheory of syntax because
syntactic processing is local. We can make this explicit by replacing the
actual variablesfor this specific structure with variables for the variables, or
metavariables, which will standfor constituentsinaparticul ar configuration
in any sentence. To make this mnemonic, we use T for the mother node and
{ for the daughter node.

(20) VP,
T=1 (toBy =1 (T OBLgy) =4
Vi, DPr,, PPre

A c-structure with added functional information is called an annotated
c-structure. Thefull annotated c-structure for the sample sentence is shown
on the next page.

Theannotationsshow clearly where thefunctional equationscomefrom,
and how they can be incorporated into the grammar of English. Some are
introduced with ID (or phrase structure) rules, while others are lexical
properties.
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95 = (WNN )
JAnesoulp, = (a3yd |)

Jnesoulp
7 95 = (WNN )
N +=(33a}) [orry, =(a3ud |)
T=1 ays PR}
| | T sy
SN %q SN -=(3ay)
T=1 T=1 T=1 e
< 95 = (NNN )
S| #%1980 = (3svd |) "UdN RTq | Joswey, = (a3ud |)
T=1 0] T=4 T=1 Josiuey
| | TS (mens, |
fda I ,a = (a3d ) N +=(3ay)
+=(=0) t=4 ﬁui anIb Je ay
/scn_\ da 3>7 Lnd = (3SNaL ) SIAN Ln_
1= (7180 ) 1=(80 ) =4 (1M t=4 r=1
T y e
T=1 T=1 T 7u 1
<
4, 4da
r=4 t=(ans y)
/ﬁ_\
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Theequationsthat represent lexicd propertiesarepartsof lexicd entries.
Thelexicd itemsin the sample sentence ae;

(2) a the D (TDEF) =+

b. a D (TDEF)= -
(T NUM) =SG

c. hamster N (T PRED) = ‘hamster’
(T NUM) =SG

d. falafel N (T PrRED) = ‘falafel’
(T NUM) =sG

e. dinosaur N (T PRED) = ‘dinosaur’
(T NUM) =sG

f. will | (T TENSE) =FUT

g give V (T PRED) =
give{(T suBJ) (T 0BJ) (T OBLg,, OBJ))’
h. to P (T PCASE) = OBLgyy

Most of the ID rules are straightforward aswell . In (22), we annatate most of
the rules from Chapter 2.

(220 a Functiona maximal projedions
CP- XP , C
(Trog=4 T=1

DP
NP ,

P~ <opr - |
PP

(Tsusy=4 T=1

DP - DP , D
(Tross)y=1 T=1{

(T DEF) =+
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b. Functional single bar projection

c- C ’{IISD}
P
' 1 . VP
t=l 1=l

A complication arises when we onsider adjuncts and coordinate
structures. Recdl from Chapter 1 that adjuncts are treded as elements of a
set. Similarly, coordinated constituents can be treaed as members of a set.
We can use the mathematicd symbd ¢ ‘isan element of' .

PP
23y a XP- XP, AP , XPalexicd caegory
ADVP

=1l lOan))

C. XP. XP" CONJ XP
o7 o7

There is another interesting complication in the ID rules introducing
complementsof lexical categories. Consider VP. Asafirst approximation, we
can formulate the ID rule as follows.

(24)

VP V @E@ , @E@ . PPr

t=1 (toB)=1 (10BJ2)=1 (1OBLgy)=!t (TCOMP)=1

O
(0)] 'U[aé
[INN|E(EA]

We can simplify this somewhat. This rule hastwo nominal positions, for the
functions oBJ and 0BJ2. We can use the Kleene star to show that more than
one nominal is possible in the VP, and that each one can be annotated with
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any “objed” function. The reason no more than two nominalsare posshleis
that there are exadly two objed functions. Temporarily ladking a feaure
system to express classes of grammaticd functions (a gap we will fill in
Chapter 4), we expressthe annadation as adigunction.

25 VP~ V , {BE}* , PP, {%P}

T=10 {(%Tgsig)::i} (ToeL, )={ (Tcomp) =1

But there is a problem with the PPcomplement: the grammaticd function
spedfied bythe functional equation. While all PPcomplements (other than
predicative complements, which we will discuss later) are some sort of
thematicdly restricted OBL, they arenct all restricted to being Goals. (Infad,
multiple OBL¢,,S would be ruled out by the Unigueness Condtion.) One
might think that we could leave the exad thematic role unspedfied, as
follows:

CP
(26) VP- V , {BE}* , PP {lg}

T=10 {((TTSBijz)) :i} (ToL,)={ (Tcomp)=1
But that isnat quite corred either: thethematic role to which the complement
isrestricted comes from somewhere! Where?

The thematic restriction d the obli que PPcomplement comes from the
head P. The P carries a Case-li ke feaure which hasbeen dubked PCASE. This
feaurewasintroduced in Chapter 1 and appeasin our samplef-structure. It
is the pcasE value of the oblique that determines exadly which oblique
functionit has; it doesthis by having, asitsvalue, an obli que function name.
So what we want is, in placeof OBLg,, OF OBL,, anotation that means “the
PPspPcAsE value.” The notationfor that is:

(27 (L PCASE)

If we insert this designator into the ID rule for VP, we get the following
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result.

CcP
(28) VP- V , {BE}* , PP+ , {IP}
S

T=1 { ((TTSB?Z))::‘E} (T (L pecase)) =1 (Tcomp) =1

This looks rather forbidding, but it expresses exactly what we want to
express. The expansions of NP, AP, and PP will be similar.

(299 NP- N . PP* : CP
T=0 (T {rcase)=0 (T comp)=1l

CP
AP- A | pP* , IP
S
T=l (P (rease))=! (T cowr)=1l
DP IP

T=l (Toe)=! (T (Lrcase)=4 (T comp)=1

3.35 Tyingit all together

Functional equations, then, govern the mapping between c-structure and
f-structure, and thus form an essential part of the LFG formalism. Much of
LFG's descriptive power comes from functional equations.

Since LFG is adedarative theory rather than a derivational theory, the
proper way to interpret the equationsis as defining a well -formed mapping
between an existing c-structure and an existing f-structure. However, the
system can also be used to build an f-structure out of an existing c-structure,
phrase structure rules, and lexicd entries. Essentialy, one follows our
discusson badkwards to dothis:

@ Annaate the appropriate phrase structure or lexicd equations to eah
nock in the cstructure tree
@ Asdgnead nockinthetree an f variable.
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@ Substitutef variablesfor T and{ in ead equation: that node’ sf variable
for I andthe mother node’ sf variable for T. The resulting equations are
the f-description.

@ Gothroughthef-descriptionequation-by-equation, buil ding the minimal
f-structure mnsistent with the eguations.

Aswehave seen, thef variables of the mapping formali sm provideaway
torefer tof-structureelements. The processof buil dinganf-structureiseasier
with the variables annatated to the f-structure. However, f-structures are
normally drawn withou the variables. Thisposesaproblem for lexicd forms
with arguments. Since these arguments are spedfied relative to their locd
f-structure, the lexicd form haslexicdly spedfied 's. The usual notationis
to leave the s in the f-structure.

(30 O DEF + O 0
%U BJ [(PRED ‘hamster’ ] E
UM SG
0] @I E U
[ENSE  FUT 0
[PRED  ‘give <(T SuBJ) (1 0BJ) (1 OBLg,, OBJ)>’D
J DEF - O .
%}BJ [(PReD ‘falafel’d 0
O Huv s H O
O [RCASE OBL,, 0 O
Ul 0 Ul
[DBL 5oy [DEF  * : 0
0 %)BJ [PRED ‘dinosaur 0
& 0 Hium  sG &

3.3.6 Constraining equations, etc.

The functional equations we have discussed are defining equations. They
define an f-structure attribute as existing and having a particular value.
However, sometimeswe want to require aparticular feaureto exist and have
aparticular value by virtue of adiff erent part of the c-structure. For example,
consider the foll owing sentences.

(3) a | helpedthe dinosaur [sing].
b. | kept the dinosaur [singing].

Eadh of the main verbstakesaverbal complement, the function of which we
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will provisonally call vcomp. However, the vcomps differ in their
inflectional features: help takes the verb in its uninflected (bare infinitive)
form, while keep takes a present participle.® Like all grammatical features,
inflectional features are represented at f-structure. The lexical entry of keep
will require its vCOMP to have the feature [PART PRES], while help will
disallow inflectional features. Asafirst approximation, we could hypothesize
that the lexical entry of keep includes the equation below.

(32)  keep: (T VCOMPPART) =PRES

However, this equation does not do what we want. In particular, it does not
rule out the following ungrammatical case.

(33) *I kept the dinosaur [sing].

This is because the equation in (32) defines a feature value for the vcomp,
whether it is supplied by the morphology of the subordinate verb or not. The
ungrammatical sentencewill havethe feature [VCOMP[PART PRES]] by virtue
of the equation.

Instead of a defining equation, what we want here is a constraining
equation, an equation that requires a particular feature value to be present.
Constraining equations are distinguished notationally by subscripting the
letter ¢ to the equal sign.

(34)  keep: (T VCOMPPART) =.PRES

This specification will achieve the result we want.

A similar use of constraining equations involves the possessor in a DP.
The possessor must be marked with the genitive Case marker. The following
phrase structure rule insures this.

(35 DP- DP , D
(Trossy=d  T=1
(T DEF) =+

({ casE) =_ GEN

80n the inflectional features used here, see the Appendix to this chapter.
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Ancther place where constraining equations are needed is idioms.
Consider theidiom keep tabson. Asdiscussed in Chapter 1, the nountabs has
aFoRM fedure:

(36) tabs: (T FORM) = ‘tabs
(T NUM) =PL

The verb keep (in this usage), has the foll owing lexicd entry:

(37 keep: (T PRED) = ‘kee-tabs-on{(T susJ) (T oBL,,0BJ), (T OBJ)’
(T OBJFORM) =, ‘tabs

Unlike equality, inequality can only be understood as constraining. For
example, consider theinfl wasin English: itssuBJissinguar and norsecond
person. Thiscan be spedfied in the lexicd entry asfoll ows.

(38) (T SUBINUM) =sG
(T SUBJPERS) = 2

There is no way to interpret the inequality as defining a value; it simply
constrains the feaure not to have a particular value. Because there is no
ambiguity, the ¢ subscript is not used for inequality.

It is also posshle for alexicd item to require afedure to be present
withou requiring that it have aparticular value. For example, the comple-
mentizer that requires its clause to have a finite verb, i.e. a verb with the
feaure TENSE. The value of TENSE isirrelevant. This can be indicaed as:

(39 that (T TENSE)

Conversely, the complementizer to canna cooccur with the fegure TENSE.
It can include the foll owing spedficaion:

(40 to -(T TENSE)

Similarly, the verb help, discussed above, will have the foll owing equations
initslexicd entry to ensure that its vcomp is uninfleced.

(41) help (T VCOMPTENSE), =(T VCOMP PART)
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3.3.7 Outside-in vs. inside-out designators

In the previous sedion, we extended the formal system by adding constrain-
ing equations and designators stipulating existence. In this sedion, we will
discussone final addition to the formal system.

Consider the lexicd item what. It isawh word, but it differs from other
whwordsin aninteresting resped. Whil e most other wh words can introduce
both questions and relative clauses, what can only introduce questions in
standard Engli sh.

(42 a [Who ddyoused?

b. | asked [who yousaw].

c. thesyntadician [who yousaw]
(43) a [Wheredid yourea that]?

b. | asked [where yourea that].

c. the newspaper [where you rea that]
(44 a [Whatdid youed]?

b. | asked [what you ate].

c. *thefalafel [what you ate]

We will assume that there is a fedure for clause type, which we will cadl
TYPE, with values such as Q, REL, and the like. The lexicd item what must
lexicdly spedfy that the dause in which it occurs has the feaure [TYPE Q].
That is to say, the f-structure in which what appeas must ook like this
(where DF is sme discourse function):®

49 Hyee o C
DF [PRED ‘PRO’
H BPRON  WH

Thisdiffers from cases we have seen urtil now, because here the word what
impases a constraint on the larger structure in which it is found From the
perspedive of c-structure, this constraint is battom-up instead of top-down.

*Wefollow Buitt, King, Nifio, and Segond(1999 in hypathesizing that wh elements have a
“pronountype” (PrRON) fedure with the value wH.



FUNCTIONAL STRUCTURE / 79

Because of the orientationof f-structures, wecanna talk about top-down
and battom-up. Instead, we can refer to functional designators asoutside-in
(the f-structure equivalent of top-down) or inside-out (the f-structure
equivalent of battom-up). The designators with which we have dedt up to
thispaint, designatorslike“ (T suBJ)”, are outside-in. They define apath into
the f-structure from a point spedfied by T.

In the present case, we need an inside-out designator to spedfy the
f-structure containing what. The designator would say that starting at T we
move in a path outward past the function DF. The f-structure thusreaded is
the one to which we want to refer. The natation for inside-out designatorsis
to pu the T at the end:

(46) (DF1M)

We need to combine thiswith an outside-in designation of the TY PE fedure.
The full spedficaionin thelexicd entry of what istherefore & foll ows:

47  (bFT)TYPE)=Q

This pedficaionwill be part of the lexicd entry, alongwith the equations
spedfying the value of PRED and PRON. Similarly, which will spedfy in its
lexicd entry that if it isin arelative clause it will have the [PRED ‘PRO’]
feaure.

(48  ((DFT) TYPE) = REL = (T PRED) = ‘PRO’

The use of inside-out designators is newer in the development of LFG
than outside-in designators. It hastranspired, however, that these designators
are necessary to expresscertain syntadic phenomena. In this textbook we
will be using them primarily in the analyses of long-distance dependencies
(“wh movement”) and anaphaa. Ancther use for inside-out designators
involveswhat is cdl ed constr uctive mor phology. |n constructive morphd-
ogy, an infledional morpheme imposes an existential constraint that the
f-structure of which it is a part must bea a cetain function in the larger
f-structure. Metapharicdly, the morpheme “constructs’ its own context,
whence the name. For example, in Engli sh the genitive suffix 'scan only be
used on a nounthat heads a constituent beaing the grammatica function
Poss In fad, if one heas an utterance such as“Spak's’, one knows, even
withou context, that Spock must be the possessor of something. We can
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analyzethe genitive suffix as adding the foll owing equation to any nounto
which it is affixed.

(49  (Poss?T)

It also shoud be noted that inside-out designators are anatural concept
in LFG. Recdl that the grammar consists of constraints on structures, not
instructions on how to build structures. An instruction view of grammar
would be uneasy with combining outside-in and inside-out instructions.
However, the static constraint view is perfedly consistent with the ideathat
some mnstraints go ore way and aher constraints go the other way.

34 Moreon c-structure and f-structure

In this chapter we have discussed the formal properties of c-structure and
f-structure and the mapping between them. The formal system for c-struc-
ture—f-structure mapping imposes certain mathematicd constraints on the
nature of the mapping, and thus onthe hypahesized processnginvaved. It
alsoputscertain limitsonthelingustic capabiliti esof the system of mapping.
However, from thelingustic perspediveit isnot sufficiently constrained. It
doesnat restrict the rel ations between spedfic c-structure configurationsand
spedfic f-structure dements.

Purely structural theories, such asthasein the transformational tradition,
esentialy hold that thereisa single universal mapping between constituent
structure (LFG’ sc-structureinformation) and grammatica functions(LFG's
f-structure information). The independent existence of f-structure was
motivated in large part by the observation that thisisfalse. However, we are
now left with a system that allows any relation between c-structure and
f-structure.

There are many potential relations between c-structure and f-structure
that could be formalized in LFG but seem impossble. For example, thereis
no reason that there is nolanguage in which the oBJwould occupy a higher
structural pasition than the susJ. However, the avail able evidence strongy
suggests that such alanguege isimposshble. It isthus necessary, in addition
to the formal system, to pasit lingustic condtions on the mapping. To do
this, we need to consider what kinds of c-structure—f-structure mappings
might be plausible. Werestrict our attentionto configurational (endocentric)
encoding of grammaticd functions. Since, by definiti on, norconfigurational
(Iexocentric) encoding does not mark grammatical functions by structural
position, we would exped Sto have greder freedom than the X categaries.
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Let us begin by considering the complement positions of lexical
categories and functional categories. A lexical category like N or V is a
meaningful item that has the potential to take arguments. Elements in
structural complement positions fill these argument dots, or at least those
assigned to complement functions. On the other hand, afunctional category
like D or | contributesfeatures, but isnot an argument-taking predicate. The
NP whichisacomplement of D isnot acomplement in the functional sense.
In f-structure, the D and the NP unify, with the D contributing one or more
features to the joint f-structure correspondent of the D (and DP) and NP. In
general, we can say that the structural complements of functional categories
are co-heads, not functional complements. We can state these as conditions
on annotations to phrase structure rules.

(50) a Inaphrasestructureruleintroducing acomplement of alexical
head, annotate the phrase in complement position (T CPF) = {..
b. In a phrase structure rule introducing a complement of a
functional head, annotate the phrase in complement position

T=1.

Next, let us consider overlay functions. Unlike argument functions,
overlay functions relate not to the head predicate but rather connect the
clause to other clauses in the sentence (SuBJ) and other sentences in the
discourse (FOCUS, TOPIC). It isthusto be expected that, in a configurational
structure, they will be structurally higher than complements. In fact, they
occupy specifier position. We can thus add the following condition:

(51) Inaphrase structure rule introducing a specifier (of afunctiona
head?), annotate the phrase in specifier position (T oF) = .

While this does not exhaust all the possibilities (we have not discussed
adjuncts, for example), it issufficient for our purposes. Note that under this
proposal, it isimpossible for an oBJto be mapped to [SPEC, IP] or for asuBJ
to be mapped to a complement position in the VP.

We have assumed the validity of these conditions in our analysis of a
sampl e sentence above. So, for example, we treated the modal will not asan

ORecall that we have adopted the working hypothesis that only functional categories have
specifiers.
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argument-takingpredicate, but Smply ascontributingthefeaure [ TENSE FUT]
to the f-structure. This is consistent with the condtion above, but for a
contrary view seeFalk (1984). Note, however, that the alternative invaves
the theory of control, which we have nat dedt with yet. Another exampleis
the obli que PPcomplement. In our analysis it beas the function 0BL 5, and
the DP within it is an 0BJ. This is the approach apparent, for example, in
Bresnan (19823) andin Kaplan andBresnan (1982, althoughoBL ¢, iscdled
TO there, andin Bresnan (2000. The other approach, asin Bresnan (19821).
For example, is that the DPis not an 0BJ, but a co-head. Thisresultsin a
flatter f-structure, and in an argument structure for give in which the final
argument is smply (T OBLg,,) rather than (T OBLg,, OBJ). Again, the
f-structure sssumed here is more @nsistent with the propcsed constraints.
The crucial paintisthat the hypahesisthat grammaticd configurations
and grammaticd functions are elements at distinct levels of representation
does not entail that the mapping between them is completely free A
substantive lingustic theory will i nclude lingusticdly based constraints.

3.5 Appendix: Verbal inflectional features

In our discusson, we have made certain impli cit assumptions abou feaures
representing the infledional properties of verbs. First, we have placed all
infledional feaures in f-structure, following the standard LFG analysis.
Seaond we have assumed the following set of feaures.*

(520 [TENSE PRES/PAST/FUT/POSSBILITY/...]
[PART PRES/PAST]

For standard verb forms, thisresults in the foll owing fedure structures:

(53) presenttense.  [TENSE PRES]

past tense; [TENSE PAST]
ing form [PART PRES]
ed/en form: [PART  PAST]
infinitive nothing

YOur treament of modals is undoutiedly oversimplified. A better approach would have
separate TENSE and MmooD feaures, rather than having feaures like [TENSE POSSBILITY]. We will
stick with the simplified version here, rather than explore the relation between TENSE and MOOD.
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Inthisappendix, wewill first compareour set of feaureswith two othersthat
have been proposed in LFG work. We will then briefly consider some
problemsthat arise if al infledional feaures are part of f-structure.

In Butt, King, Nifio, and Segond (1999, a single set of feaures is
propased for grammarsof Engli sh, French, and German. Simplifyingdightly,
they propcse a semanticadly relevant feaure TENSE' and the following
morphdogicdly relevant feaures:

(54 [FIN +/-]
[VFORM BASE, PERFP, PRESH

The verb forms have the foll owing fedure redi zations:

(55) present tense: [JENSE PRES[]

BN+ B
past tense: [FENSE PAST[]
BN+ O
ing form: [VFORM PRESP[]
FFIN - B
ed/en form: [VFORM  PERFP[]
FFIN - B
infinitive: [VFORM BASE[]
FFIN - H

In this feaure system, nonfinite verb forms have asingle feaure VFORM
which spedfies the infledional properties of the verb, whereas the feaure
system used heredistingu shesparti ci pl es(which havethefeaure PART) from
infiniti ves, which have nofeaure. Inthe system used here, theinfinitiveform
represents something of adefault form, with noinfledional properties per se.
This refleds the fad that the infinitive form is used as a dtation form for
verbs, and also the fad that (in English, at least) the infinitive beas no
infledional affix. Our analysis also allows us to express the fad that
participles behave @& a dass both morphdogicdly and syntadicdly.
Morphdogicdly, participles can be cnverted into adjedives while other
verb forms canna. We will return shortly to the syntadic evidence

2Thisfeaureisadually part of afeaure complex which also expresses moodand asped.
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A feature system dlightly more similar to the one proposed here is that
of Andrews (1994). Andrews uses the following features:

(56) [TENSE PRES/PAST]
[MOOD FIN/INF/PART]

Thisrealizes the following six options.

(57) present tense: FENSE  PRESC]

Moob AN H
past tense: [TENSE PAST[]
Aroop FIN H
ing form: [TENSE PRES[]
Ehoob PARTH
ed/en form 1: [FENSE PAST [J
Ehoob PARTH
ed/en form 2: [FENSE PASTL]
Moob INF [
infinitive: [FENSE PRES[]
fA1oop INF H

Andrews identifies the two ed/en forms as the passive and the perfect
respectively. That isto say, while he considers the passive form to be akind
of participle, he treats the perfect form as a kind of infinitive. His evidence
for this comes from the syntactic properties of participles alluded to earlier.
Hepointsout that VPsin certain syntactic positions (such as certain adjuncts)
must be participles.

(58) a Thinking about his book, John walked into a puddie.
b. Insulted by ataxi-driver, John got flustered.

(59) a Peoplethinking about their books are often absent-minded.
b. Peopleinsulted by taxi-drivers often get flustered.

Finite VPs and infinitival VPs cannot appear in these positions. Strikingly,
the ed/en forms must be passives, perfects are not permitted. On the other
hand, a fronted perfect VP can take on the infinitival form.
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(60)  Buy/bough ahousethoughthey have, they till haven't solved their
book-storage problems.

Andrews takes this to be evidence for his analysis. While the fads that
Andrews cites are interesting, they may nat be enoughto argue for this split
of what isalwaysin English asinglemorphdogica form. Other factors, such
as the semantics of the perfed forms, may conspire to require the auxili ary,
thus blocking the participle from appeaing alone. We will | eave the aility
of afronted perfed VP to be an infinitive & an ursolved problem. We nate
in passngthat it is agreaer problem for a derivational theory in which the
VP acdually moves from one pasition to the other. We prefer the analysis
which treasthe infinitive asladingin infledional feaures.

The other assuumption, that infledional fedures are represented at
f-structure, hasturned out to be problematic when auxili ariesare analyzed in
more detail . The problem isthat, under the analysis we have adopted here,
auxili ariesandmain verbs are co-heals, sotheir f-structuresmerge. Consider
the following sentence.

(61)  Spock might have analyzed the data.

Under our fedure system, this sentence would have the following
f-structure.”®

T [ Spock” | O
ENSE POSSBILITY B

SP PERF 0

ART  PAST 0

[(PRED  ‘analyze <(T SuBJ) (1 OBJ) > 0

By [“the data’ H

Note that there is no way to ensure that the verb form following might isan
infinitive and the one following have is a past participle. If we were to
include the spedfication —(T PART) in the lexicd entry of might asaway of
ensuringthat the foll owingverb beaninfinitive, thissentencewould beruled
out. Things get worse when more than one participle appeas in the clause,

e are asauming for concretenessthat the auxili ary have introduces an aspedual feaure
[ASP FERF].
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asin the following case.
(63)  Spock might have been analyzing the data.

Here, the same f-structure would have the feaures [PART PAST] and
[PART PRES]. It would therefore be inconsistent.

There are several possble approaches one @uld take. The one which
currently commands smething o a consensus is that there is ancther level
of structure, cadl ed morphosyntadic structure, or m-structur e, at whichthese
infledional fedures are represented. If thisis corred, the kinds of lexicd
spedficaionswediscussed for complement-takingverbswould be spedfica
tions of m-structure rather than f-structure. Ancther posshility is that our
analysis of auxili ariesisincorred, and eat auxili ary is an argument-taking
predicate.

Additional readings

One of the most interesting (and controversial) issues in the theory of grammaticd functionsis
the status of suBJ in languages that are different from English in certain ways (such as
syntadicaly ergative languages). These languages s1ggest that susJis not the unified function
presented in thistext or generally assumed in work in LFG and other frameworks. For two very
different approaches, seeManning (1996 and Falk (1999 2000.

The formal system for c-structure—f-structure mapping is detail ed in Kaplan and Bresnan
(1982, adongwith a discusson d its mathematicd properties. These ae further discussed in
many o the aticlesin Dalrymple, Kaplan, Maxwell, and Zaenen, eds. (1995.

Thewell-formednesscondti onsonf-structurea so originatein Kaplan andBresnan (1982).
They arefurther discussed in Bresnan (2000, wherethereisextensivediscussonof thelingustic
constraints on the cstructure—f-structure mapping.

Constructive morphdogy was introduced in Nordlinger (1998, 2000, based onan idea
from Andrews (1996. Aninteresting applicaionto English isthe analysis of the “contradion”
of have given in Barron (1998.

On m-structure, seeBuitt, King, Nifio, and Segond(1999 and Frank (2000. The question
of the representation of finitenessis discussd by Barron (2000. The analysis of auxili aries
which we have adopted, under which auxili aries do not have a PReD fedure, is motivated by
Bresnan (2000, Schwartze (1996, Butt, King, Nifio, and Segond(1999, and others, andisthe
generaly accepted analysis. An analysis under which auxili aries are argument-taking predicates
with VP complements, which is similar to the HPSG analysis, was originally proposed by Falk
(1984 and has been argued to be the mrred analysisin Norwegian by Dyvik (1999.

We briefly considered coordination in this chapter, but there is much more to be said.
Among the studies of coordination in LFG we can mention Kaplan and Maxwell (19881,
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Dalrymple and Kaplan (1997, and Sadler (1999.
Exercises

1. Ead of thefollowingisungammaticd becaiseit violates one or more
well -formedness condti on on f-structure. Indicate which well -formed-
nesscondtion(s) ead ore violates. Explain.

a.  *We put the book

b. *The mice an inthe cae.

c *My pen, | like my writing implement.

d. *Who do youthink | saw you?

e. *Some linguststhink transformations.

f.  *Thelibrarian read me the bookto the kids.

g. *| wrote apapersabou auxili aries.

h. *The dinasaur spoke to the tril obite to the mastodon
i. *Seinfeld waswatched Friends.

j. *Thistheory seemsthat LFG is constraint-based.

2. Asamethe ID and LP rules developed in the last two chapters and the
foll owing lexicon fragment.

a D (TDEF)=-
(T NUM) =SG

dinosaur: N (T PRED) = ‘dind
(T NUM) =SG

goilla's N (T PRED) ="‘goilld
(T NUM) =SG
(T CASE) =GEN
(PossT)

green: A (T PRED) = ‘gree?’

hamsters: N (T PRED) = ‘hamster’
(T NUM) =PL
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house: N (T PRED) = ‘howse’
(T NUM) =SG
in: P (T PCASE) = OBL .
might: | (T TENSE) = MIGHT
sl V (T PRED) = ‘sell {(T suBJ) (T 0BR2) (T OBY))’
sell: V (T PRED) = ‘sell {(TsuBJ) (T oBJ) (T OBL,, OBJ))’
summer: N (T PRED) = ‘summer’
(T NUM) =SG
the: D (TDEF) =+
to: P (T PCASE) = OBLgyy

Consider the foll owing sentence:

The hamsters might sell the gorilla's house to a green dinosaur in
the summer.

Show how the formal system of LFG credes the structures for this

sentence. Show:

& the axnaated c-structure with f-variables on the nodes

ww  the f-description

w  the credion of the f-structure: show what it looks like dter every
five gquationsin the f-description



4

Argument Structure

In this chapter we will consider the nature of argument structure and the
mapping between the lexicon and the syntax.

4.1  Function-changing processes

Let us begin by considering the active-passive alternation.

(D] a. The hamster placed the cage in the garbage.
b. The cage was placed in the garbage by the hamster.

It is uncontroversial that this alternation is regular, and therefore must be
governed by rules or principles of grammar. Aswe mentioned in Chapter 1,
in LFG passivization is taken to be alexical process.

The lexical status of passivization was discussed in Chapter 1. We saw
that passivization serves as the input to derivational processes, specifically,
conversion into an adjective. More generally, it can be shown that passiviza-
tion cannot involve the movement of a DP from object position to subject
position. (Thisargument isoriginally due to Grimshaw 1982a.) Consider the
verb capture: it takesan 0BJ, but not acomp. Therulesof English alow 0OBJ
to beaDP or NP, but not CP. This DP 0BJ can have propositional meaning,
but it must be a DP. Since suBJs can be either DP/NP or CP, the passive
allows either as the argument corresponding to the OBJ.

2 a. Thetheory capturesthe fact that passives are derived.
b. *The theory captures that passives are derived.
C. Thefact that passives are derived is captured by the theory.
d. That passives are derived is captured by the theory.

89
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Sentence (2d) canna be derived in amovement theory, sinceits D-structure
isungammaticd.

If passvizationisalexicd process what that meansisthat adive and
passve verb formsare baoth listed in the lexicon. Consider an adive-passve
pair place and placed. Each islisted in the lexicon with its own properties.
The property we are concerned with hereisthe verb’slexicd form, the value
of its PRED feaure. They will be listed as foll ows.

©) a place ‘place((t suBJ) (T 0BJ) (T OBL )’
b. placed ‘place(@ (T suBJ) (T OBL )’

That isto say, bath expressthe same three-placepredicate ‘ place, but with
different mapping o the aguments. In the adive, the first argument (the
Agent) is mapped to the grammaticd function suBJ and the second (the
Patient) is mapped to 0BJ. In the passve, it is the second argument that is
mapped to SUBJ. Thefirst argument isunexpressedinthesyntax.* Inbath, the
third argument (L ocaion) is mapped to OBL .

While bath lexicd forms are listed in the lexicon, they must be related
to ead other. Thisrelation must be based onthe mapping of arguments, and
in LFG thismeansthat it must be based on grammaticd functions. Sincethe
adive mappingisthe more basic one, we can seethe passve lexicd form as
theresult of aremappingoperation. Usingthe mathematicd symbal - ‘ maps
into’, we can charaderize passvizaionin English asfoll ows.

4 (tsuB) > @
(T oBY) > (T suBy)
Morphdogy: participle

Apart from the morphdogy, thisrule is a universal charaderizaion d the
passve. While languages differ in word order effeds, Case and cher
morphdogicd effeds, etc., a rule of passve in terms of grammaticd
functions expresses what unifies passvizaion crosslingusticaly.?

We arefollowingthe usual assumption that the by phraseisan adjunct. If it isan argument,
the lexica form of the passve verb will have the designator (T 0BL,, OBJ) as an dternative to @.

2Thisargument was originally madein the framework of Relational Grammar by Perlmutter
and Postal (1977).
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The capture example discussed eali er can beexplained under thelexicd
analysis. Thelexicd forms of the adive and passve formsof capture would
be & foll ows.

(5) a. adive: ‘capture((T suj (T 0BJ))’
b. pasdve: ‘cgoture(@ (T suBy))’

The second argument islexicdly spedfied as 0BJin the adive and SuBJin
the passve. As we observed abowe, this corredly prohibits the second
argument from beinga CPinthe adive but all owsit to be onein the passve.

Other passvizdion fads in English aso follow from this acourt.
Consider the ditransitive cnstruction and its passve.®

(6) a.  Quark handed Morn a drink.
b. Morn was handed a drink (by Quark).
¢. *A drink was handed Morn (by Quark).

Thisarray of fadsfoll owsfrom the analysisthat we have been asauming for
the ditrangitive: the immediately postverbal nominal beas the function oBJ
andthe seand naninal beasthe function 0BJ2. Sinceit isthe oBJwhichis
remapped to suBJ by the rule of passvization, nomore needsto besaid abou
this construction.

Pasdvizationisone of aclassof constructionsthat can be charaderized
asfunction-changing. Wewill briefly consider ancther one, the (morphdogi-
cd) causative. The causative construction does not exist in Engli sh but does
in many other languages. Consider the foll owing examples from Turkish
(taken from Aisen 1979 8). In particular, note the disposition of the subjed
argument of the basic verb. (The morpheme glossed CAUS isthe caisative
morpheme.)

@) a. Hasan dl- du.
Hasan die- PST
‘Hasan ded.’

3This is the situation for most contemporary varieties of English. There ae some varieties
of British English in which (6c) is grammaticd.
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b. Mehmet Hasan-1 ol- dir- di.
Mehmet Hasan- ACC die- CAUS- PST
‘Mehmet caused Hasan to de.’

(8) a Kasap et- i kes- ti.
butcher mea- ACC cut- PST
‘The butcher cut the med.’
b. Hasan kasab- a et- i kes- tir- di.

Hasan butcher- DAT mea- ACC cut- CAUS- PST
‘Hasan had the butcher cut the mea.’

Aswe can see if the base verb isintransitive its subjed isredized asoBJin
the causative, while the subjed of a transitive verb is redized as a dative
oBJ2.* Whil e thisis not the only pattern that one sees with causatives cross
lingusticdly, it is a very common one. As with the passve, it can be
formali zed as a remapping rule.®

9) a (TsuBj) > (ToB))
b. (T suBj > (T 0BR2)

Thisremappingrulewill be associated with the appropriate morphdogy and
with the addition of a new Causer argument which gets mapped to SUBJ.
While this formulation is incomplete, it ill ustrates the basic point that
causativization can be treaed formally in the same way as passvizaion.

4.2  Problemswith the remapping analysis

The grammati cd-functionbased remapping analysisoutli ned in the previous
sedionisthe ealiest LFG analysis of passve, asin Bresnan (1982a). It is

“Actually, what we can seeis that the Case marking isacasative and dative, respedively.
These Cases are typicd of the functions oBj and 032 in Turkish, and following much of the
literature on the subjed, we asame that this is the crred functional analysis of Turkish
causatives.

®Following Grimshaw (19828, we state it as a pair of digunctively ordered rules. If there
aready isan oBiinthelexicd form of the verb, the a versionwill be unableto apply andthe b.
versionwill apply instead. If the a version can apply, the b. versionis «ipped.
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important to note that a lexica rule of this kind is not monaonic: it takes
existing information and changes it. Thisis ruled out in principle in the
syntax on grounds of processng: syntadic information cannd be changed.
But alexicd ruleisnot asyntadic rule. Lexicd rulesdonot represent on-line
processng, but rather regularities relating stored lexicd items. When a
lexicd ruleisapplied productively, theresult isstored asanew lexicd item.
For this reason, the usual LFG constraint against changing information is
inappli ceble here.

Althoughthe remapping analysisdoes not viol ate any processng-based
constraints, it transpires that there are problems with it. The problems arise
primarily from the descriptive lingustic perspedive. We will discuss ®me
of these here, and show how they paint to a better analysisof the passve and
other function-changing constructions.

One of the ealiest sources of evidence that something is amisscame
from an examination of passvization in ditransitive constructions in Bantu
languages. Bantu languages have a more extensive ditransiti ve construction
than English, invavingawider classof elements than the English Goal and
Beneficiary . Asin English, the Theme argument isredized as 0BJ2 and the
other argument (often cdled the applied argument) as the full 0oBJ. In some
of the Bantu languages, such as Chichewa, the passve works the same asin
English, and as predicted by the remapping analysis. the nonTheme
argument becomes suBJ, asshown by thefoll owingexample from Alsinaand
Mchombo (1993.°

(100 a Chitsiru chi- na- gu- ir- a atsikana
7.fod  7SUBJ PST- buy- APRLIC- VWL 2.girls
mphétso.
9.gift

‘The fod bough the girls,, agiftyy,.’

b. Atsikana a- na gul- ir- idw- & mphéto.
2.girls  2SUBJ PST- buy- APALIC- PASS VWL 9.gift
‘The girls were bough a gift.’

®In the Bantu glosses, the number before ead nounrepresents the noun classto which it
belongs. The agreement marker on the verb agrees with thisnounclass



94 /| LEXICAL-FUNCTIONAL GRAMMAR

c. *Mphétso i- na gul- ir- idw- & atsikana.
9.gift  9SUBJ PST- buy- APRLIC- PASS VWL 2.girls
‘A gift was were bough the girls.’

Langueges of thiskind have been dublted asymmetrical. However, in other
languages, symmetrical languagessuch asKichagaandKinyarwanda, either
the Theme (0BJ2) or non-Theme (0BJ) argument can become suBJ. Notethe
foll owing exampl e from Kichaga (from Bresnan and Moshi 1990.

1) a N- & i- lyi- i- a m- ka k- élya
FOC- 1SUBJ PRES- ed- APALIC- VWL 1- wife 7- food
‘Heisedingfoodfor/onhiswife.’ (Lit. ‘Heisedinghiswife,,

fOOdOBJZ")

b. M-ka n & i- lyi- i- 0 k- éya
1- wife FOC- 1SUBJ PRES- ea- APFALIC- PASS 7- food
‘The wife is being benefitted/adversely affeded by someone
edingthefood’ (Lit. ‘The wifeis being eaen the food’)

c. K- éya k- i- Iyi- i- 0 m- ka
7- food 7SUBJ PRES- ea- APALIC- PASS 1- wife
‘The food is being eaen onfor the wife.” (Lit. ‘The foodis
being eden the wife.”)

Thisis contrary to what is predicted by the dasscd LFG analysis. Further-
more, this diff erence seems to be something deeper than just a differencein
passvizdion: the omisshility of an oljed argument is related to its ability
to becme SUBJ under passvization. The conclusion is that something is
different abou the nature of the objed arguments in the two types of
languages, andthat thisdiff erenceisrefleded bathinthe differingpassviza
tion gopertiesandin omisshility.

Ancther kind of empiricd problem with the remapping theory of
function-changing constructions comes from the Romancelanguages. These
languages have a causative construction that seems to operate like the
causative in Turkish, that isto say the suBJ of the base verb becomes either
an OBJ or an OBJ2 depending onwhether the base verb is transitive. Thisis
ill ustrated in the foll owing examples from French (from Grimshaw 19821).
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(12 a On fera parler Jean de son dernier voyage.
one CAUSFUT talk Johnof his last  journey
‘One will make Johntalk of hislast journey.’

b. Elle a fait vister la fermea  ses parents.
she has CAUS.PART vist thefarm DAT her relatives
‘She made her relatives visit the farm.’

However, asshown by the French orthography, the causative“morpheme” is
redly aseparate word; in fad, it isamain verb with an infinitival clausein
complement position. Therefore, unlike the Turkish case, Romance
causatives cannd be analyzed lexicdly.” Ingtead, in French there is a
combination of two distinct lexicd predicaesinto asingle predicaein the
f-structure (i.e. in the syntax). Under LFG assumptions about processng, a
remapping analysis is impassble in the syntax. Constructions of this kind
have come to be cdl ed complex predicates. Complex predicaesthusform
asecmndempiricd problemwiththeremappinganal ysisof function-changing
constructions.

It can also be objeded that the remappinganalysisisnot explanatory. An
explanatory theory isone that predictswhat isapassbleruleandwhat isnat.
Now consider the foll owing two remappings:

13y a (ToBJ)r (TsuBy
b. (T suBj > (T 0BJ)

The remapping (13a) is part of passvizaion, and that in (13b) is part of
causativizaion. Passvizaion and causativizdion are different kinds of
processs. passvizaion is smply a remapping of arguments, while
causativizaion involves embedding the origina verb under an additional
predicate. In thelanguages of the world, there are no simple remapping rules
like passve in which the remappingin (13b) takesplace Thereisnothingin

"This is perhaps too strong a statement. The original LFG analysis, in Grimshaw (19828,
waslexicd, andalexicd approach hasbeen argued to becorred by Frank (1996). Under alexicd
analysis, theVPin complement positionwould beannatated T=! andthe causativized lexicd form
of the verb would require the ‘ cause’ verb as co-head. However, the position taken in the text is
the usual one in LFG, andis a priori preferable because it refleds the c-structure redity of two
separate verbs. Ultimately, though thisisan empiricd questionwhich hasnot yet been resolved.
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the remapping analysis that would exclude (13b). A theory of rules like
passvizaion shoud predict this.

Furthermore, and somewhat surprisingly, while ealy LFG had atheory
of remapping, it had notheory of theinitial mapping. A lexicd form such as
(14a) represents the syntadic expresson of the thematic (seman-
tic/conceptual) arguments of the predicate. Thiscan be expressed informally
as (14b).

(14 a.  ‘place((T su)) (T oBJ) (T OBL, )’

b.

place placel locdion

place < \ \ \ >
(T suB)) (T oBYy) (T 0BL..)

The nature of this mapping was not considered in ealy LFG. Thisladk of a
theory of the mapping of arguments was problematic for threereasons: first,
because thisisa central lexicd processof importanceto the syntax; seoond,
because the same mapping is foundin al languages, and is therefore not
arbitrary; andthird, because resolvingthe nature of the mappingisapatential
diredion for reconsidering remapping operations such as passvization.

Inthelate 198Csandealy 1990s, L exical Mapping Theory (LM T) was
developed to address these isaies. The basic idea behind LMT is
a(rgument)-structure, a representation o the syntadic arguments of a
predicate. A-structureisthelocusof the mapping between thematic rolesand
grammatica functions. The mapping, as we will see is monaonic. This
all owssome of themappingto bedore ontlinein the syntax withou violating
computational constraints. Thus, complex predicates can be incorporated
within LMT.

Unlike the mapping between c-structure and f-structure, LMT is not
purely syntadicin nature. It mapsfrom asemantic/conceptual representation
of thematic roles, henceforth “6-structure”, to a syntadic representation of
grammaticad functions, f-structure, viaanintermediatelexicd representation
cdled a-structure. LMT must thus interad with a theory of 8-structure and
cometo gripswith isaues of moduarity: the degreeto which representations
of different dimensionsof lingustic structureinterad with ead other andthe
degreeto which they are isolated from ead other. The nature of 8-structure
is orthogoral to the primary questions addressed by LFG, different ap-
proaches have been taken by diff erent researccherswithinthe LMT literature.
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We will outline one such approach here. The question of the connedions
between the various dimensions of structure relatesto the nature of the LFG
projedion architedure, and there ae still many open questionsin that area

4.3  Lexical Mapping Theory
431 Thematic structure

LMT is abou the syntadic redization of the arguments of a predicate.
Argumenthood is a semantic/conceptual concept: arguments fit empty
positionsinthe meaning of a predicate. Arguments can beidentified by their
role in the predicae’s meaning; in recant generative work such roles have
come to be cdled thematic roles or 0 roles. As generaly used by syntac
ticians, thematic rolesare vague label s (Agent, Patient, Theme, Goal, Source,
Experiencer, etc.) used for animprea se charaderizaionof conceptual roles.
Inthis sdion, we will outlinein an informal way a more predse theory of
thematic roles, based on Jadkenddf (1990, but withou Jadkenddf s
formalism. Many (thoughby nomeansall) reseachersin LFG have adopted
some version d Jackenddf’ s approadc.

Accordingto JadkenddT, therearetwo aspedsto theway we conceptual -
ize the meanings of verbs. One such conceptualizaionis that of an adion,
invavingan entity that acdsand/or onethat isaded onor affeded. Thesetwo
entities are cdled Actor and Patient (or Undergoer) respedively. An
Undergoer which is positively affeded is often cdled a Beneficiary. The
other conceptuali zationisa spatiall y-based one. We conceptuali ze elements
intermsof locaionor movement, either in physicd spaceor in some abstrad
spacesuch as posesson, physicd properties, or time. The thing moving a
being located is cadled the Theme, and it is either placed at a Locdion a
moved along a Path. A Locdion or Path (the latter sometimes gpeafying
Source and/or Goal) is usually spedfied in terms of some sort of Reference
Objed. Sometimes the movement is initi ated by an element other than the
Theme; this external initiator can be cdled the Instigator.Although the
Instigator is naot strictly speeking a spatial participant in the adion, it can be
considered to be part of the spatial conceptualizaion because it sets the
moevement in motion.®

Wewill makethisconcretewith afew examples. Consider the transitive

8This is a simplification d the very complex subjed of the nature of causation. See
Jadkenddf and references cited there for more detail ed discusson.
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verbroll asin:

(15 a Siskorolled the ball to second tase.
b. Siskorolled the ball from hisoffice
c. Siskorolled the ball alongthe baseline.

Asan adion, in eadt of these cases Sisko isading on the ball. We can show
this by making the nation d one entity ading onthe other explicit:

(16) What Sisko dd to the ball wasroll it to second lase.
Sskoistherefore the Actor and the ball isthe Patient. In spatial terms, Sisko
isthe cause of the spatial event of the ball moving alonga path; Ssko isthe
Instigator, the ball isthe Theme, and the objeds of the prepaositions are the
Reference Objedsof the Paths expressed by the prepositi ons. The Reference
Objed in(153a) isaGoal andtheonein (15b) isa Source The conceptuali za-
tion d the verb thusinvaves three aguments:

(A7)  roll: [Actor/Ingtigator] ... [Patient/Theme] ... [Path]

On the other hand, note the foll owing sentence:
(18)  Siskorolled down the field intentionally.
Here, thereis no Ingtigator: Sisko is Theme and Actor.
Next, consider the transiti ve melt:
(199  The phaser melted the metal.
Asan adion, the phaser is ading onthe metal.

(200  What the phaser did to the metal ismelt it.

The phaser and metal are thus Actor and Patient respedively. In (pseudo)
spatial terms, themetal is“moving” alongapath from solidnessto li quidness
The“motion” iscaused by the phaser. Therefore, the phaser isthe Instigator

andthe metal isthe Theme. The Pathisnot grammaticdly expressed; rather,
it is @manticdly part of the meaning d the verb.
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(21)  melt: [Actor/Ingtigator] ... [Theme] ... [Path=from solid to liquid]
Finally, consider the verb feed.
(220  Quark fed his customers chegp food
Here, Quark is affeding his customers.
(23 What Quark did to his customers was feed them chegp food

Thus, Quark isthe Actor and his customersis the Patient. Spatially, there is
amovement of the foodto the austomers: literally spatialy in the sense that
thefoodisadualy placed in front of the customers, and also in the pseudo
spatial field of possesson, since the food is transferred to the customers
ownership. Thisspatial event of thefoodmovingto the customersisiniti ated
by Quark. Thus, Quark is the Instigator, the food is the Theme, and the
customers are the Goal (or the Reference Objed of a Path).

Under this view, thematic relations are nat primitives of lingustic
theory; they aredescriptionsof certainaspedsof cogritiveconceptuali zation.
In the full version of the theory, there is a level of conceptual structure &
which these nations are represented. A “6-structure” with role labels is a
simplificaion. It is crucial for atheory of argument structure that thematic
roles not be opaque primitives to be manipulated by the syntadician; when
this happens, the theory becomes vaauous.

The examples that we have given are interesting in terms of the
relationship between theadionconceptuali zationandthe spatial conceptual -
izaion. In al three cases, where both the Actor and Instigator roles are
present, the same element serves as both. Thisis nat awaysthe cae: it is
possble for aTheme to be an Actor, asin | rolled down the hill on purpose.
However, whenever thereisan Instigator, it isalso the Actor. For thisreason,
we will nat trea Actor and Instigator as distinct thematic roles; instead,
following common usage, we will refer to an Actor/Instigator as an Agent.
On the other hand, while Patient and Theme often correspond feed shows
that they need nat. In much of theliterature, theterms Patient and Theme are
used interchangeably; from the perspedive of the thematic theory ouitlined
here, thisis a mistake.

Infad, Jadkenddf suggests that the same spatial conceptuali zation can
be given different adion conceptualizations. Consider the ncept of
transferring pasesson (i.e. instigating movement in the possessond field)



100/ LEXICAL-FUNCTIONAL GRAMMAR

to someone. Is the affeded entity (Patient or Beneficiary) the thing being
transferred (Theme) or the person recaving it (Goal)? Both conceptuali za
tionsareplausible. Jadkenddf arguesthat thesediff ering conceptuali zations
are what lie behind the ditransiti ve (or “dative”) alternation.

(249 a Quark,
b. Quark,

handed a drinke;eymheme 10 MO,
handed MOrMg geiciary/coa @ ArNKrpere:

gent
gent

Finally, we note that thisapproach to thematic roles predictsahierarchi-
cd relation between them. In the action conceptuali zaion, the Actor has
primacy over the Patient/Beneficiary; where both are present, the Patient or
Beneficiary isaffeded asaresult of somethingthe Actor does. In the spatial
conceptuali zation, the Instigator has primacy over the Theme, whichin turn
is more prominent than the Path, Location, or Reference Objed. If we
furthermore stipulate that the action conceptuali zationtakes priority over the
gpatial, we derive the foll owing thematic hierar chy.

(25  Agent > Patient/Beneficiary > Theme > Path/L ocation/Ref Obj

Such hierarchies have played a prominent role in theories of thematic roles
and argument mapping. One advantage of a theory such as Jadkenddf’ sis
that the hierarchy is nat an independent stipulation o the theory, but a
consequence of the conceptuali zation. We have not yet discussed Instru-
ments; we will assume that they go between Patient/Beneficiary and Theme.
(For discussonof the conceptual statusof |nstruments, seeJadkenddf 199Q)
Our thematic hierarchy is therefore:

(26)  Agent> Patient/Ben> Instrument > Theme> Path/L ocatiorn/Ref Obj

The thematic hierarchy has been implicated in ather grammaticd
phenomena as well. For example, as discused by Bresnan (2000, idiom
chunks can be Locaions or Themes, but are generally na higher up onthe
thematic hierarchy.

432 Mapping

Now that we have a rudimentary theory of 8-structure, we can discussthe
placeof a-structurein LFG andLMT. Like “argument structure” or “6 grid”
in GB theory, a-structureisarepresentation of the syntadic argument-taking
properties of a lexicd item. Just as the formal system introduced in the
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previous chapter maps between the syntadic levels of c-structure and
f-structure, LMT maps between 6-structure and a-structure®, and between
a-structure and f-structure.

(27)  place:
o-structure:  [Agent] ... [Patient/Theme] ... [Locdion]
A - ¥
. / K Y
a-structure: (X, % Z)
4 e e
suss A © ] S T

PRED ‘place <(T SUBJ)\(\,T osy) (T o\B\L:{oc) >

OBJ [ ]( __________ Y ]

f-structure:

A-structure differs from 6 structure in several ways. In the first place, it
abstracts away from the conceptual structure details of thematic roles,
representing simply the thematic hierarchy and, as we will see shortly,
providing a special representation for Patients and Themes. It is a more
strictly linguistic representationthan thelexical conceptual structureof which
6-structureisasimplification. Second, it defineswhat grammatical functions
each argument can be potentially mapped to. Third, asasyntactic representa-
tion, it only dealswith syntactically relevant aspects of 6 structure and isthe
locus of constraints. For example, as we will see, the distinction between
symmetrical and asymmetrical languages is expressed in terms of an
a-structure condition. Nonthematic arguments, such as expletivesand idiom
chunks, are also represented at a-structure, although they naturally have no
role to play at conceptual structure.

The basic idea of LMT is that there is a classificatory system for
argument grammatical functions, and that this classification is the basis for
the syntactic mapping of thematic roles. The essential observations are the
following:

® Themes and Patients are mapped to either suBJ (in passives and

°The term “a-structure” is sometimes used in a sense doser to what we ae cdling
0-structure. The term seansto be used ambiguously by Bresnan (2000).
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unacasatives) or 0BJ (in transitives)

e Non-Theme/Patient arguments canna be mapped to 0BJ. They may be
mapped to SUBJ (Agents, Locdions, possbly Instruments) or OBL,
(Locdions, Instruments, Sources, Goals, etc.)

® In verbswith more than ore Theme/Patient argument, the “secondary”
one (defined to some extent on a language-particular basis) is mapped
either tooBJor to“0oBJ2.” Since“0BJ2" ischaraderisticdly restricted to
asingle thematic role (non-Patient Theme in English) or a small set of
thematic roles (such as below a particular position on the thematic
hierarchy), a better designation for the “secondary oljed” functionis
oB3,", and we will henceforth use this name for the function. The
mapping of “secondary” Themes and Patients to OBY, is apparently a
marked option: not al languages have 0BJ,, and even in thase that do
non-Patient Themes are only mapped to 0BJ, if there is also an 0BJ.

These three mappings are summarized in the following table; there is no
generalizaionfor the fourth grouping.

28
(28) non seoondary
Theme/Patient | Theme/Patient
Theme/Patient SUBJ OBJ
OBL, OBJ,

Thisclassficationalso makes sense from the perspedive of charaderiz-
ing the argument functions themselves. The functions suBJ and OBJ are
distingushed by nat being inherently linked to thematic roles; ead can
represent a variety of thematic roles, or even nonthematic (expletive)
arguments. The following are examples of expletive it in SUBJ and OBJ

®Thisnotationispreferablefor another reasonaswell . It predictsthat alanguage might have
multiple“secondary objeds” with diff erent thematic rolesin the same sentence, sincethey would
be individuated by the thematic role subscript. If there isasingle “secondary objed” function,
UniguenesdConsistency would ruleout multi ple secondary objeds. In someBantu languagesthis
prediction seems to be corred. Much of the ealy work on LMT was caried ou with spedal
referenceto Bantu languages, particularly Chichewaand Kichaga. Seethe referencescited inthe
Additional Readings for this chapter.
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position.

(299 a Itisobviousthat the worldisflat.
b. | takeit that the world isflat.

On the other hand, each member of the oBL, family is expli citly marked (by
Case or preposition) for itsthematic role and the oBJ, family isrestricted by
language-spedfic constraints to a small set of thematic roles. This is the
property of restrictedness. suBJ and OBJ are unrestricted, while oBJ, and
OBL, are restricted. This can be formalized as a binary distinctive fegure
[£r]. On the other hand, 0BJ and 0By, are both oljed functions, while suBJ
and OBL, are not. These two pairs of functions can be distinguished by a
feaure [+0].

(30 = [+

[-1] SUBJ OBJ

[+r] OBL, OBJ,

A-structure is a list of the syntadicaly expressed arguments of a
predicate with partial spedficaion of the grammaticd redization. The
a-structure is organized in terms of the thematic hierarchy, from most
prominent argument to least prominent argument. The thematicdly most
prominent argument is caled 6 (theta-hat). The 6-structure to a-structure
mapping principles (sometimes cdled the “intrinsic dasdficaion” of
arguments) are listed in (31).

(31)  e-structureto a-structure mapping
Patients and Themesmap to [ -r]
“secondary” Patients and Themes map to [+0] as a marked ogtion
nonTheme/Patient arguments map to [ - 0]

The charaderization of “sewmndary” Patients and Themes differs cross
lingusticdly. In Endlish, it is Themes which are nat also Patients; in Bantu
languages (Alsina and Mchombo 199) it is any applied argument at the
lower end d the thematic hierarchy.

The astructure of our sample verb placeis (32).
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(32 ([-ol [-r].[-0]D

Thisisthe lexical representation of the arguments. These arguments have to
map into f-structure functions. The Agent argument, represented in the
a-structure as[ - o] and (by virtue of its position adjacent to the left bracket)
6, must map to suBJ. This is achieved by adding the additional feature
specification [ - r]. The Patient/Theme argument, represented as|[ - r], maps
to 0oBJ by adding the feature [+0]. And the Location argument, [ - o], maps
to oBL, . by adding the feature [+r].

(33) a-structureto f-structure mapping
suBJ Mapping1: A [-o0] argument which is® maps to SUBJ
SUBJ Mapping 2.  [-r] may map to SUBJ.
NonsuBJ Mapping: Add positive values of features where possi-
ble.

In addition, the following conditions apply.

(349 a Function-argument biuniqueness
Each astructure role corresponds to a unique f-structure
function, and each f-structure function correspondsto a unigque
a-structure role.

b. The Subject Condition
Every verb must have a suBJ.

With the verb place:

e the /[ - o] argument (the Agent) maps to SUBJ by SUBJ Mapping 1.

® the[-r] argument (Theme/Patient) maps to 0BJ by NonsuBJ Mapping,
which addsthefeature[+0]; although [ - r] isallowed to map to suBJ (by
SuBJ Mapping 2) doing so here would lead to a violation of Function-
argument biuniqueness, since it would result in two a-structure roles
mapping to the same function. Thefeature[+r] cannot be added because
it would contradict the existing value for the feature [r].

® the other [-0] argument (Location) is subject to nonsSuBJ mapping,
which addsthe feature[+r]. Theresulting grammatical functionisoBL,,
more specifically, OBL .

The a-structure to f-structure mapping is reflected in the PRED value of the
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verb asit appeasin f-structure.*
The mapping from 6-structure to a-structure to f-structure functions can
be summarized as foll ows.

(39 place ( Agent, Patient/Theme, Location )
a-structure: [-0] [-1] [-0]
| | |
f-structure: S o OBL,

It should also be noted that some verbsinvolveidiosyncratic mapping of
arguments. Thisiswhy some verbs, such as enter and visit, have oBiswhich
areneither Themes nor Patients, but rather L ocations. Such verbswould have
the Location argument idiosyncratically mapped to [ - r]. Oncethisidiosyn-
cratic mapping is established, these verbs behave like ordinary transitive
verbs; their atypical conceptual structure is not accessible to the syntax.

LMT provides us with a monotonic account of the mapping from
thematic roles to syntax. Recognizing a-structure as a distinct dimension of
linguistic representation, intermediate between the thematic roles of lexical
conceptual structure and the grammatical functions of f-structure allows us
to express generalizations in terms of it. As we will see in the coming
sections, it provides a basis for accounting for unaccusative phenomena and
passivization without resorting to grammatical function changing processes.
The difference between asymmetrical languages (such as English and
Chichewa) and symmetrical languages (like Kichaga) will be expressed |ater
in this chapter in terms of a condition on a-structure. And since it is
a-structure arguments that are mapped into the syntax proper (more
specifically f-structure), it can be used as the basis for the analysis of
complex predicate constructions like the causative, in which two predicates
are merged, even when the merger takes place syntactically asin French. The

“Tedhnicadly, the PReD value as represented in the verb’s lexica entry shoud refled the
underspedfied values of a-structure, but we will follow the usual LFG pradice and use fully
spedfied functions. Thus, instead of the more acarate (ia), we will continue to use (ib).

() a (TPrep)="place((T[-o]) (T[-r]) (T [-0])
b. (T PreD) = ‘place((T susJ) (T oBJ) (T OBL, )’
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appendix to this chapter outlines an acourt of French causativesin terms of
LMT.

4.3.3 Unergatives and unaccusatives

It iswidely accepted that languages display a contrast between two types of
intransiti ve verbs, generally cdled unergatives and unacaisatives. Unerga-
tivesare (rougHy) verbswhose sole argument isagentive or voliti onal, whil e
intransiti ves whase sole argument is (rougHy) patientive are unacasative.
In manylanguages, theargumentsof unacasative verbsdisplay behavior that
is otherwise typicd of oBJrather than suB..

While Englishisnot blessed with “unacasative phenomena,” evidence
of unacasativity has been claimed. One construction that seems to distin-
guish between unacasatives and unergativesis the resultative construction.
Resultativesin transitive dauses refer to the 0BJ, nat the SUBJ.

(36) a They wipedthetable dean.
b. *They wiped the table tired.

As expeded, the suBJ of an urergative verb canna control aresultative.

(37 a. *We danced into afrenzy.
b. *We laughed under the table.

Surprisingly, the suBJ of an uracaisative can control a resultative.

(38) a Theriver froze solid.
b. My son gew tall.

It isgenerally believed that this requires a syntadic explanation in terms of
the unergative/unacasative distinction. This view is not universal; it has
been argued that the corred explanation is semantic (Jadkendoff 1990,
Rappaport-Hovav and Levin 2000. It isprematureto tell whether asemantic
analysis will turn out to be superior; we will pursue the more conventional
syntadic analysis here.

Derivational and multi stratal theories acourt for such fads by treding
unacasatives astakinginitial oBJrather than susJ (Perlmutter 1978 Burzio
1986. Such treament makes it possble to acourt for oBJlike behavior of
the unacasative argument. Unacaisative phenomena have therefore been
considered evidence for derivational theories. However, LMT allows us to
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express the properties of unaccusatives without hypothesizing an additional
stratum of grammatical functions, by distinguishing the arguments of
unergatives and unaccusatives at a-structure. The argument of an unergative
is[-o] at a-structure, while the argument of an unaccusativeis[-r].

(39 a dance ( Agent )
a-structure; [-0] non-Patient/Theme
f-structure; |s SuBJMapping 1
b. grow { Theme )
a-structure; [-r] Patient/Theme
f-structure; |s SUBJ Mapping 2

Theresultative construction can beformalized asan operation on a-structure.

(40)  Addapredicativeargument with resultative semanticspredicated of
[-r].

Unaccusative phenomena thus provide evidence for a-structure as a
separate level of representation in LFG. This isthe only syntactic level at
which unaccusative and unergative arguments can be distinguished.

434 Passives and ditransitives

We now return to where we started this chapter: the analysis of the passive
construction. As we have seen, passivization involves a change in the
mapping of arguments to syntax. Therefore, it is natural to treat is as an
a-structure operation.

Passivization can be characterized in terms of a-structure as follows.

0
(41) Do not map 6 to the syntax. (Often written: | )
]

Thisnonmapping of an argument can becalled suppr ession. Suppression of §
isassociated in the lexicon with whatever passive morphology ischaracteris-



108 / LEXICAL-FUNCTIONAL GRAMMAR

tic of the language. In English, thisisparticipial morphology. Note the effect
of suppression on the mapping to f-structure.

(42) place ( Agent, Patient/Theme, Location )
a-structure; [-0] [-1] [-0]
? | |
f-structure: S OBL,

The resulting lexical form is the intended passive one. The [ -r] argument
becomes the SUBJ, even though it is not 8, as a result of the Subject
Condtion; if it were to be redized as an 0BJ, there would be no suBJ. The
a-structure status of the agument isthe only condtion on being mapped to
SUBJ; it can have any thematic role or (asin the cae of idiom chunks) no
thematic role & all.

An interesting guestion that arises concerning the LMT analysis of
passveistheinteradionbetween passvizaionandtheditransiti ve construc-
tion, as discused ealier in this chapter. Consider again the following
aternation in English, with thematic roles marked following Jackenddf’ s
analysis mentioned ealier.

(43) a Quarkagye, handed a drinKoyieyrmeme 10 MOMg,.
b.  Quark,ge, handed Mormgqicayicoa @ ArinKepe.

The mondransitive version (43a) is unremarkable. But consider the
ditransitive (43b). Recdl that a Beneficiary is $milar to a Patient, and thus
higher on the thematic hierarchy than the Theme. The 8-structure thus
consists of an Agent, a Beneficiary/Goal, and a Theme, in that order. The
LMT mapping principles would then operate to derive an a-structure. The
Agent, being neither a Patient nor a Theme, mapsto [ - 0]. The Beneficiary,
beingakind o Patient, mapsto [ - r]. Andthe Theme can, apparently, map
either to [ - r] (by virtue of being a Theme) or, lesspreferably, to [+0] (by
virtue of being a“secondary Theme,” defined for Engdlish as a non-Patient
Theme). It appeas, then, that two a-structures are passble in principle.

(44 a preferred
hand ( Agent, Ben/Goal, Theme )
a-structure; [-0] [-n [-n
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b. dispreferred
hand ( Agent, Ben/Goal, Theme )
a-structure: [-o] [-T1] [+0]

However, only the second of these can map to a well-formed f-structure
lexicd form. The[ - o] argument is, and therefore must be mapped to SUBJ
([-o, -r]). Thisleares only one additional [ -r] function (0BJ). There can
be no grammaticd mapping of the a-structure with two [-r]'s (44a). The
other a-structure (44b) will map successully, withthe[ - r] Beneficiary/Goal
argument marked [+0] (0BJ) and the [+0] Theme marked [+r] (0BJ,).

Consider, however, what would happen if wewereto try passvizingthe
eat o the astructuresin (44).

(45 a hand ( Agent, Ben, Theme )
a-struc. [-o] [-r] [-1]
%)

f-struc S ‘ SUBJ Mapping 2
(6] NonsusJ Mapping

hand ( Agent, Ben, Theme )

a-struc. [-o] [-rT [-T1]
N | |
f-struc. ‘ S SUBJ Mapping 2
(6] NonsusJ Mapping
b. hand ¢ Agent, Ben, Theme )
a-struc. [-o] [-r] [+9]
N | |
f-struc. S ‘ SUBJ Mapping 2

Oy NonsusJ Mapping

As we can see the doulde[ -r] a-structure can projed nat one, but two
f-structure lexicd forms. Spedficdly, we predict that either “objed” of the
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verb can be suBJunder passvizaion. Aswe have seen, thisiswrongfor most
varieties of English.

(46) a Mornwashanded adrink.
b. *A drink was handed Morn.

The corred result for English is obtained if we take the less preferred
a-structure in which the Theme is [+0]. On the other hand, as mentioned
ealier, thisresult iscorred for some other langueges, such asKichaga. This
seams to be a parameter of crosslinguistic variation. A natural placeto
isolate this variation is in a-structure. Asymmetricd langueges rule out
a-structures with two unrestricted ([-r] arguments, while symmetricd
languages do nd.

(47)  Asymmetric Object Parameter
o[- -]

This must be a condtion on a-structure; it canna be a ondtion onfully
spedfied argument functions, since suBJisaso [-r]. It aso cannd be a
condtion onthematic roles, sincewhat is at stake here is not the thematic
roles but rather their mapping to syntax.

We thus end this chapter where we started, with the passve. The
propertiesof the passvemark it asan a-structure phenomenon We now have
atheory of a-structure in which to paceit.

4.4  Appendix: Romance causatives

In justifying the representation of a-structure, we referred to the Romance
causative construction, exemplified by the foll owing examples from French.
(Examples (483) and (48b) are repeaed from (12a,b); we are introducing
(48c) herefor the first time.)

(48 a On fera parler Jean de son dernier voyage.
one CAUSFUT talk Johnof his last  journey
‘One will make Johntalk of hislast journey.’

b. Elle a fait vister la fermea  ses parents.
she has CAUS.PART visit thefarm DAT her relatives
‘She made her relatives visit the farm.’
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c. Elle a fait vister la ferme par ses parents.
she has CAUS.PART vist thefarm by her relatives
“She made her relatives visit the farm.’

Such constructions do nat exist in English, and thus do not enter into the
grammar of English that we are formulating. We will sketch an analysis of
the Romancecausative constructionin thisappendix. The analysisislargely
based onthe influential work of Alsina(19963). However, Alsinaasaumesa
norstandard approach to objed functions (rather than the oBJ and 0By, of
standard L FG, herejedsthe UniquenessCondti onandall ows multi ple 0BJs)
andanorstandard feaure system for LMT. Our analysiswill therefore be an
adaptation d Alsina’s.

We nedl to make certain assumptions abou the syntax of Romance
languages.

*  Webegin with an olservation abou objedsin Romancelanguages. As
we have seen, Theme/Patient arguments are generally mapped to [ - r],
but those classfied as“ secondary” onalanguage-particular basiscan be
[+0] asamarked option. In English, “secmndary” meansa Theme which
is not aso a Patient. In the Romance languages the definition o
“secondary” is different. In verbs with meanings similar to give, the
Themeisthe oBJandthe Goal isthe 0BJ, (marked with the particle ain
French).™ We hypahesize provisionally that a“secondary” Theme/Pa-
tient in Romance languages is a non-Theme Patient.

+ TheVPsdister of V canbeacohed (i.e. can be anndated “1T = {"). This
isnecessary to acourt for auxili ary constructions, as analyzed in Buitt,
King, Nifio, and Segond(1999.

e The Romancelanguages are ssymmetricd.

Weasaume (foll owing Alsina) that the causative verbin Romancetakesthree
arguments: the entity causing the adion (Agent), an entity acted on bythe
Agent (Patient), and the adion caused. Theadion caused isexpressed by the
VP in the structural complement pasition of the causative verb (faire in
French), and the astructure of its head verb utimately fuses with the
a-structure of the causative verb. The Patient of the causativeverbisidenticd

2Alsinaarguesconvincingly that thea-marked nominal isan objedt andnot an obli que. Note
for example that when pronaminal it is marked with a diti c on the verb.



112/ LEXICAL-FUNCTIONAL GRAMMAR

to ore of the aguments of the other verb.

We can postulate a-structures for the French verbsin the examples. The
causative verb's Patient isnat a Theme, so it isa secondary Patient/Theme.
We use the notation “...” to indicate that the caisative verb's a-structure
must fuse with that of ancther verb.

49 a fare ([-d, g;g}%

b. parler (-0])
c. vister ([-o], [-r]

Usingthe coheal annaationonthe VPin structural complement position, the
following partial anndtated c-structures resullt.

(50 a VP

—< 1
<
o

faire \Y/

—_ H /T _ - E >|
(T PRED) = ‘faire([-0], gm g,
parler
(T PRED) = ‘parler ([ -]’
b /\/P\
T=1 T=1

—< 1
<
o

faire \Y/

(1 PRED) = ‘faire ([ - 0], g 18

--->'
+0 D! /

H

vister
(T PRED) = ‘visiter([-o], [-r])’

Giventhisasbadground we need to examine what happensto the PRED
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feauresin the f-structures. Generally, identicd feaureswhich endupin the
same f-structure unify, but PRED is different. Since the PRED fedure is an
indicaion of the meaningfulness two PRED feaures are independently
meaningful and therefore canna unify. What is propcsed by Alsina and
otherswhohave researched complex predicatesisthat when one of the PREDS
belongs to a light verb, like the French faire, predicae compasition takes
place This is conceptualy similar to unificaion, in that it combines the
properties of the two PRED fedures, but it is formally different. Since the
Patient argument of faire binds an argument of the other verb, the bound
argument does nat projed into the syntax. If the verb isintransitive, thereis
only one passhble argument with which the Patient of faire can be identified,
but if it istranstive, there ae two passhiliti es.

(5)) a faire (-0, g:}%%i,..._wwrler {[-ol]y

The sole agument of parler is boundby the Patient argument
of faire. Since the [ -r] mapping is the unmarked one for the
secondargument of faire, it isthe one that is used. The result-
ing complex predicate has the foll owing a-structure:

faire-parler ([-o],[-r];{_»
This will map into grammaticd functions with our existing

a-structure—f-structure mapping rules with the caiser as suBJ
and the spedker as 0B, asin (48a)

b. faire ([ -q], a:} %i,..._wvisiter {[-ol], [-rD

The Patient of faire is identified with the first (“visitor”)
argument of visiter, which is not independently mapped to
f-structure. Since French is an asymmetricd languege, the
Patient of faireis[+0]. The mmposite astructureis:

faire-visiter ([-o], [+o], (., [-r]»

The mapping to gammaticd functions resultsin the causer as
SUBJY, the visitor as OBJ,, and the visitee & 0BJ, asin (48b).
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=+

c. faire :i[—o],a

This time the Patient of faire is identified with the second
(“vigtee”) argument of visiter, which is not independently
mapped to f-structure. The omposite astructure is;

rig i /
o%i"”'> visiter ([-o], [-r])

faire-visiter ([-o],[-r].{[-0], __»

The a-structure—f-structure mapping maps the causer to suBj,
the visitor to OBL,, and the visitee(also the Patient of faire) to
OBJ, asin (48c).

The patterns of Romance caisativization are thus acourted for.

There are two important observations to be made abou thisanalysis. In
thefirst place the compasition of a-structuresin the syntax is made posshble
by amonaonic acourt like LMT. The redi zaion of the suBJ argument of
visiter asthe OBL, of faire-visiter (in (48c)) does not require any function-
changing processes; it is inherent in the a-structure mapping of the Agent
argument to [ - o] (SUBJOBL,). The same compasition of a-structures takes
placein the lexiconinlanguagesli ke Turkish. The secondobservationisthat
typdogicd differences between languagesin the causative construction can
be attributed to various aspeds of the analysis: the nature of objed functions
inalanguege, theidentification of the Patient of ‘ cause’ with an argument of
the other verb, the existence of a Patient argument for ‘cause’. Morework is
required to determine the full extent of crosdingustic variation, but the
LFG/LMT acourt provides arich basis for such study.

Additional readings

LMT originates in the work of Levin (1988, as developed in Bresnan and Kanerva (1989.
Naturally, the passve construction played acentral rolein thedevelopment of LMT. Arguments
against a Case-based theory of passve ae given by Zaenen and Maling (1982, and arguments
against argument remapping (and in favor of LMT) are given by Bresnan (1990. Our brief
discussonof Bantu ditransiti ve constructions glossed over many interesting detail s; for more see
Bresnan and Moshi (1990, Alsinaand Mchombo (1990, Alsinaand Mchombo (1993, Alsina
(1999, and Alsina (1996h.

There has been much work on complex predicates, which the Appendix to this chapter
barely beginsto cover: Butt (1995, Frank (1996, the papersin Alsina, Bresnan, and Sell s, eds.
(21997, Ackerman and Webelhuth (1998, Alsina (1996), Andrews and Manning (1999, and
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others. On causatives, seeAlsina (1992, Alsina axd Joshi (1991), and Matsumoto (1998.
TheLMT analysisof “deep unacasativity” wasfirst givenin Bresnan and Zaenen (1990.
Slightly different views of a-structure and LMT than thase presented here have been proposed
by Alsina(1996) and Manning (1996. On the analysis of alanguage in which unergatives and
unacaisatives behave the same, seeL gdrup (2000 on Norwegian.
On lexicd mapping in naminals, seeLaco (2000.

Exercises
1. For ead of the following sentences, show how the grammaticd

functions of the aguments are derived from the a-structure of the verb

by Lexicd Mapping Theory.

a. The phondogist spoke.

b. Thetransformationalist moved unintentionally.

c. Booksabou pragmaticsrea easlly.

d. Webough a sentencefrom the syntadician.

e. The morphdogist was handed a word.

f.  The semanticist has adictionary.

g. Therelational grammarian went to her brother-in-law’s house.

2. Explain the ungammaticdity of ead of the following using Lexicd

Mapping Theory.

a. Webough the syntadician asentence. (* with the same meaningas
(d) inQuestion 1, v onthe (irrelevant) readingwith the syntactician
as Beneficiary.)

b. *A word was handed the morphdogist.

¢. *Therelational grammarian went her brother-in-law’s house.



116 / LEXICAL-FUNCTIONAL GRAMMAR



5

Control: Equi and Raising Constructions

Inthe previousthreechapters we have devel oped the formali smsof thethree
syntadic levels of representation and correspondences between them. We
now usethistheoreticd architedure to analyzeseveral central constructions
of English.

51  Preiminary survey

In this chapter, we will examine agroupof constructions that can be jointly
cdled control constructions. In LFG, the term “control” is used to refer to
any constructioninwhich thereisa (in most languages') norfinite verb form
with no owrt subjed, with particular grammatica constraints on the
reference of the missng subjed. The following are all examples of control.

The geneticist wishes [to clone dinosaurs).

[To clone dinosaurs] would please the geneticist.

[Cloning dnosaurg] pleases the geneticist.

The geneticist tried [to clone dinosaurs].

The geneticist kept [cloning dnaosaurs].

The milli onaire persuaded the geneticist [to clone dinosaurs).
The geneticist seamed [to clone dinosaurg)].

They believed the geneticist [to clone dinosaurs]

D

Se@ P op o

In eath o these cases, the bradketed constituent is a dause-like phrase that
has an unexpressed suBJ (the controllee). The DP the geneticist, an element
of the main clause (the controller), is (or may optionally be) understoodas
the unexpressed SUBJ.

1Zec(1987) arguesthat in Serbo-Croatian finite dauses can also be controlled.

117
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Itiscustomary in generative syntax to distingu sh between two diff erent
types of control constructions, based on whether the cntroller beas a
thematic role in its clause. In (1g), for example, the geneticist is not a
thematic argument of seems. Because of the theoreticd assumptions of
transformational theories (such asthe @ Criterion), the thematic status of the
controll er dictatestheanalysis. Theassumptionsof LFG arediff erent, but the
termindogicd difference is a useful taxonamic distinction. We therefore
refer to control constructionsinwhich the controll er beasathematic relation
to its verb as equi® and those in which it does nat asraising.

5.2  Equi: Anaphoric control

We beginwith equi constructionsthat donat invalve complements. Consider
a sentencelike (1b), repeded here.

(1b)  [Toclone dinosaurs] would please the geneticist.

It hasbeen redized sincePostal (1970 that thereis some sort of pronourike
element serving as subjed in this kind of clause. In GB, this pronourdike
element iscdl ed PRO, andistaken to be an element of c-structure occupying
the pasition [SFEC, I1P], which isthe usual structural position for subjeds.

In LFG we need to ask whether this pronourike dement is an element
of c-structure or of f-structure. To answer this question, we need to consider
the reasons for hypahesizingit. Firg, it is needed becaise the verb in the
infinitive seleds a subjed argument. Thisis an f-structure consideration. If
the f-structure of to clone dinosaurs lacked a suB, the f-structure would be
incomplete:

@) ‘ ,
%’RED clone <(T -SUBJ) (1 OBJ)> E

gy  LPRED “dinosaur’' O C
% fumM  PL g E

2The original transformational term “equi” (an abbreviation of “ Equivalent NP Deletion”)
was replaced around 1980 by'‘control” becaise the acceted analysis no longer involved a
deletion rule. In LFG, as pointed ou in the text, the names are purely descriptive and have no
relevanceto the analysis. The usual usage in LFG isto use the term “control” in the wider sense
for whichweareusingit here, and“equi” in the narrower senseinwhich “control” ismeantinthe
GB tradition.
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Ancther argument for the syntadic presenceof the understoodsubjed isthat
it interadswith Binding Theory; it can serve asthe antecalent for areflexive
inits clause.

3 [To clone himself] would please the geneticist even more.

Aswe will seein Chapter 7, the syntadic dimension d anaphaainvoves
f-structure, so again we have evidencefor the unexpressed pronaminal suBJ
to be represented at f-structure. More spedficdly, since pronours are
distingushed from other noursby thefeaure [PRED ‘ PRO'], theinfinitive has
to have SUBJ[PRED ‘PRO’] initsf-structure.

“) %UB ; [PRED ‘PRO'0]
g ‘E : =i |
[PRED ‘cloned <(T suBJ) (1 OBJ)>
[(PRED ‘dinosaur’'[]

g
ﬁ)BJ fumM  PL g

rrmrrmrier

On the other hand, there seemsto be no evidence for an empty c-struc-
ture subed. By the principle of Econamy of Expresson, unrecessary
c-structure nodes do nd exist. Therefore, there is no PRO in c-structure.

©) N

Vv NP
clone dinosaurs

The notation “VP” is an informal notation sometimes used in the LFG
literature for the to infinitive. We will return at the end d the chapter to a
discussgonof theidentity of “VP” in X theory. For now, wewill usethe label
“VP.

The control relationhereisan anapharic one, so thisiscdl ed anaphoric
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control. In this case, there is an anaphaic link® between the unexpressed
subjed of the infinitive and the geneticist.

©) O %UB ; [PRED ‘PRO'D]

% . BNDEX @ B

[SUBJ [RRED ‘clone <(T suBJ) (1t OBJ)>'
[l O [(PRED *dinosaur’ [J

- P8 Gwum e B

[TENSE CONDITIONAL

mononnnEREEEEE

[bReD  *please (1 sUBY) (1 0BJ)Y
. EF  + 0
B [PRED ‘geneticist'[]
%) Bum  sG O
= FINDEX i H

The analysisis an f-structure equivalent of the GB analysis.

In English, the unexpressd pronounmust be the suBJ of a norfinite
verb. The lexicd entries of norfinite verbs include an optional equation
introduced by the following rule.

(7 Addthe optional equation (T SUBJPRED) =‘PRO’ to thelexicd entry
of averb withou the feaure TENSE.

In GB, thelimitation of unexpressed pronaminalsto the subjedsof norfinite
verbsis suppacsed to be explained by the “PRO Theorem,” which stipulates
PRO to be a “pronaminal anaphor,” i.e. to have the properties of both
pronours and reflexives. Since pronours and reflexives have contradictory
binding properties, so the explanation gaes, the unexpressed pronouncan
only occupy apositionthat is exempt from binding theory, an “ungoverned”
position. Other stipulations of the theory result in subjed position d a
norfinite clause beingan ungowerned positi on. Thisapproac isbased onthe
dubiousideathat the unexpressed pronounsimultaneously hasthe properties
of pronours and reflexives. Bresnan (1982 disputesthis, and showsthat it
has no reflexive properties.

We provisionally indicate thisanapharic link by “coindexing”, understanding INDEX asan
f-structure dtribute. We will discussthe status of index further at the end of Chapter 7.
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Bresnan suggests that the limitations on the distribution d the unex-
pressed pronounare language-spedfic. Many languages allow pronaminal
argumentsto be unexpressed; thisphenomenonissometimescadl ed“ pronoun
drop” or “pro drop.” While GB distingushes this empty pronounfrom the
onein subjed pogtionof norfinite verbs by cdlingit pro, thereisnoreason
to consider it adistinct entity. Bresnan’s propacsal isthat the English rule (7)
isaspedfic instance of a universal parameterized rule.

(8) Add the optional equation (T GF PRED) =‘PRO’ to the lexicd entry
of averb <in some languages. withou the feaure TENSE>.

The LFG analysisof bath control andpro-drop thusdiff ersfrom familiar
structurally-based analyses in that the unexpressd pronours are not
represented at c-structure. Thereisevidencefor thisin Malayalam, which has
a oondition on anaphaa that does not allow a pronounto precele its
antecealent, independent of any structural considerations. Precalence is a
c-structure concept; elementsthat exist only in f-structure canna precede or
follow other elements. Unexpressed (pro-dropped) pronours do nd display
precelence dfeds.

(9) a. [awan aanaye nulliyatine seesam] Kkutti uranmi.
he elephant. ACC pinched.it after  child.NOM dept
‘The child dept after someone dse/*the dild pinched the
elephant.’

b. [aamaye nulliyatine seesam] kutti  uragpi.

elephant. ACC pinched.it after  child NOM dept
‘The child dept after the dild/someone dse pinched the
elephant.’

This can be cgptured using the nation of f-precedence As we have seen,
elements which are nat part of c-structure either do not enter into f-prece
dencerelations or both f-precede and are f-preceded by every other element
inthe f-structure. It would be difficult to acourt for thiscontrast in atheory
in which all syntadic elements, including those that are unexpressed, are
represented in c-structure.

Unexpressd pronours differ in some properties from expressed
pronours. Note the foll owing contrast.
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(100 a People who know the geneticist often dscuss hiscloning
dinosaurs. (his = the geneticist possbly)
b. Peoplewhoknow thegeneticist often discusscloningdinosaurs.
(understood suBJ of cloning = the geneticist)

The f-structure of both these sentencesis approximately asfoll ows (with the
" under [PRED ‘PRO'] filled in with the different properties of the
expresed and urexpressed pronour).

(1D 0 [(PRED ‘ person’
[ [Aum P
0 0
0 O
0 0 d8uB)  [“who']
%UBJ = ENSE PRES
. . RED ' know ((1 suBJ) (1 0BJ)) ]
l 0 [(bEF  + O
B B BJ [(PRED ‘ geneticist’ O
0 = UM  SG
%&DJ { PRED ‘often’]}
[(PRED ‘discuss<(r suBJ) (1 OBJ)>’

[(PRED ‘PRO'[]
UBJ :
% g : =
[FPRED ‘clone <(T suBJ) (1 OBJ)>'
[(PRED ‘dinosaur’[J

0
P2 Hum e §

MOO5g1 000
&

Mooooo

morrrmrrrrir

In this sentence, the unexpressed pronouncannat be controlled by (corefer
with) the geneticist, whil e the overt pronouncan. The geneticist isdegoer in
the f-structure than the pronoun This relative degonessis similar to the
c-structural concept of c-command, so it has been dubked f-command.

(120 a The unexpressed pronoun can only be mindexed with an
f-commanding function.
b. For f-structures a, B, o f-commands g iff « does not contain 8
and every f-structure that contains o contains .

Note that the restriction canna be stated in terms of c-command; in the
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foll owing sentencethe controll er f-commands the unexpressed pronoun bt
does not c-command it.

(13)  Cloning dinosaurs will amuse the geneticist. (unexpressed suBJ of
cloning = the geneticist, possbly)

F-structure provides the proper configuration; c-structure does not.

5.3 Raising: Functional control
5.3.1 Raising-to-subject

We turn now to raising constructions. Consider the foll owing sentence.
(14)  Thegeneticist seamed to clone dinosaurs.
The cstructure of this sntenceis unremarkable.

(19 S

T

DP

VP
NV w
V P
the geneticist ‘ /\

seamed  to VP

clone dinosaurs

What is problematic is the status of the matrix suBJ, the geneticist. On the
ore hand, it is not a semantic argument of seem. Only the infinitival
complement issemanticdly related to the main verb. On the other hand, this
SUBJis a syntadic argument of seemed, as well as of cloned. Therefore, it
must be part of seemed’ s a-structure and PRED fedure value. Foll owing the
notation introduced in Chapter 1 for idiomatic aguments, we place
northematic aiguments outside of the angle bradkets.

(16)  ‘seem{(T comP), (T SUBJ)’
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With the above as badkground let us consider the options for analyzing
raisingin LFG. Asafirst attempt, we might try the same anapharic control
analysis as we used for equi.

S [(DEF  + 0 O
%ﬁum [PRED *geneticist’] B
0 UM  SG 0
[TENSE PAST 0
[PRED ‘seem <(T COMP)> (1 suBJy O
0
O %UBJ [PrReD *PRO’]

- 0

%:OMP [PRED ‘clone <(T suBJ) (1 OBJ)>'
0

B g; [PRED ‘“dinosaur' (]

A UM PL =

However, this canna be the analysis of raising constructions such as this,
because the resulting f-structure is ill -formed. Spedficdly, it violates the
Coherence Condtion, which stipulates that al meaningful argument
functions (i.e. ones with a PRED feaure) be assgned a thematic role. The
SuUBJ in the outermost f-structure, which includes the fedure
[PRED ‘geneticist’], does nat receve athematic role.

Let us consider the situation. The infinitival complements of raising
verbsladk their own suBJargument. Instead, the SUBJ argument comesfrom
the outside, in ou example from the suBJ of the main clause. This outside
element isthe controll er. The relation between the infinitival clause andthe
controller isone of predicaion: theinfinitival clause can be seen asakind of
predicate, predicated of the suJof seem. Thisisdiff erent from theanapharic
relation we paosited for equi constructions. Raising involves not coreference
between two elements, but rather a single dement shared by two clauses.

Toformali zethisintuition concerningthe analysisof raising, we need to
add machinery to the theory. First, we need to enrich ou inventory of
grammatica functionswith apredicational function. Such afunctioncanalso
be cdled an open function, becaise the suBJ argument is left open to be
predicated of an external entity. Second, we need to be éle to establish the
predication relationship.

First, wewill ded with the open grammaticd function. Up until now, all
the grammaticd functions we have seen have been closed functions,
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functionsinwhich al the argument functionscome fromwithin. In LFG, the
open function is cdled xcomp. That is the function of the infinitival
complement to seem. We can updite the lexicd form of seemacwrdingly.

(18  ‘seem{(T xcomp)) (T suBJ)’

It might be expeded that if the xcompisa predicate, it would not be limited
to infiniti ves. Other categories can be predicative as well. This expedation
isfulfill ed.

(199 a Thegeneticist seems happy.
b. The geneticist seemsout of hisleggue.

Thiscaegorial flexibility isthe origina sourceof the name xcomp. The“Xx”
represents a generali zation over a variety of caegories.*

Interestingly, not al raising predicates accegot xcomps of al caegories.
For example, in Standard American Engli sh seem canna take an NP (or DP)
complement. In some of the LFG literature, caegorialy restricted XCOMPs
are cdled vCoMP, NCOMP, ACOMP, and PCOMP. However, thisis formally
illi cit, sinceit expresss c-structure (category) informationin f-structure. A
better approach would be to include thefoll owing spedficaioninthelexicd
entry of seem: (20a) statesit in prose; (20b) expressesit formally, where“2”
isthe “(caegory) label function” and ¢ *is the mapping from f-structure to
c-structure. Under LFG's projedion architecure, an f-structure-based
constraint of this kind can refer to correspondence relationships between
levels.

(200 a N (or D, which is a functional version d N) canna be the
caegory label of any c-structure constituent in the set of nodes
correspondng to the XCOMP.

b. Nea (ot (TXCOMP))

Next, we need some way to establi sh the relation of predication. Within
the existing formalism of f-structure, this can be dore by establishing a
relationof token identity between the controll er andtheinfinitival suJ. That

“A historicaly lessacairate, but neverthelessmnemonic, interpretation of the name xcomp
would be that the suBJ of the xcompis open, i.e. x.
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istosay, the same entity simultaneoudly fill stwo functions: suBJof seemand
suBJ of clone. Thisis adualy nat very different from the transformational
analysis of raising, which suggests that the relation between controll er and
controllee is identity. The only formal tod available to transformational
theories to model identity between two pasitions is movement from one
position to the other. The LFG formalism allows a more dired approach:
all owing the two functions to have the same f-structure astheir value.® This
relation of identity which isthe LFG analysis of predicational constructions
iscdled functional control. The usual notationisto draw aline conreding
the two functions.

(29 O (DEF + O

[suBs  [PRED ‘geneticist’
Hum  sc H
[TENSE  PAST

[(PRED  ‘seém <(T XCOMP)> (1 suBJy

0
0
0
0
0
0

0

% %UB

0 0

[XCOMP [PRED ‘clone <(T suBJ) (1 OBJ)>'

0

0

B

O
BJ [(PRED ‘dinosaur’ [
ANuUM - PL |

5.3.2 Raising-to-object

The analysis of sentences of the following type has been controversial in
generative syntax.

(220 a | believethe geneticist to clone dinosaurs.
b. | exped the geneticist to clone dinosaurs

What is universally agreed is that the geneticist is the subjed of the
subardinate clause andisnat semanticdly related to the main verb believe or
expect. For this reason, expletives and idiom chunks can occur in that
position.

®In HPSG, thiskind d relationship is cal ed structure sharing.
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(23) a | believethereto be dinosaur embryosin the can.
b. | exped tabsto be kept onthe velociraptors.

Thedispute concernsthe question of whether the geneticistisalsoasyntadic
(surface argument, objed, of the main verb. If it is, we have asecond knd
of raising construction, one in which the controller is an 0BJ rather than a
suBJ. The taxonamic name for this construction, based on the older
derivational perspedive, is Raising-to-Objed.

The analysis of this kind of construction as Raising-to-Objed was the
first analysis proposed in generative grammar. However, since Chomsky
(1973 there has been a second analysis available in which the nominal
following verbs like believe and expect isnot analyzed as a part of the main
clause, but smply as the subardinate subjed. This aternative analysis has
come to be known as the Exceptional Case Marking (or ECM) analysis.

In Government/Bindingtheory, Raising-to-Objed isruled out ontheory-
internal groundk. It is gipulated that the nominal in ojed position must be
assgned athematic role by the verb whoseobjed it is. Given thisstipulation,
the post-believe nominal cannd be the objed of believe. Formally, the
Raising-to-Objed analysisviolates GB’ sProjedionPrinciple. Therefore, the
ECM analysisisforced.

The two analyses can beredized in LFG asfoll ows.

(24) Rasingto-Objed analysis

T —7
| Vv DP VF

Ny Nrd
believe to

P
VP
the geneticist /\
V N‘P

clone dinosaurs
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Buss  [*I"] C
] L O
[PRED believe <(T suBJ) (1 XCOMP)> (1 oBY)' [
0 U
0 [Sus O O
%(COMP %’RED ‘clone <(T suBJ) (1 OBJ)>'B E
= FoBs  [*dinosaurs’] H E
(25 “ECM” analysis
AS
T
L A~
believe DP /\TP\
to VP
the geneticist
T
clone  dinosaurs

Buss  [*17] O
] L , 0
[PRED ‘believe <(T suBJ) (1 COMP)> 0
0 0
B (BuBJ ["the geneticist” ]

%:OMP %’RED ‘clone <(T suBJ) (1 OBJ)>'

g FoBJ [ dinosaurs"]

Thereare both theoreticd andempiricd reasonsto prefer the Raising-to-
Objed analysis over ECM. Both kinds of arguments are important, but the
empiricd arguments more so becaise they outweigh any theoreticd
considerations. We will provide bath kinds of arguments.

We begin with a theory-internal argument: passvizaion. The nominal
after believe becomes the subjed of believe under passvization.



CONTROL: EQUI AND RAISING CONSTRUCTIONS / 129

(26) a Thegeneticist isbelieved to clone dinosaurs.
b. There ae believed to be dinosaur embryosin the can.

Aswe have seen, passvizdionin LFG is an operation on a-structure. As a
result of the suppresson of the 6 argument, the [ - r] argument is mapped to
SUBJ. The nominal that follows believe in the adive must be the [-r]
argument in believe' s a-structure, redized at f-structure as 0BJin the adive
and suBJ in the passve. The lexicd status of passvizaion thus forces the
Raising-to-Objed analysisin LFG. Of course, asatheory-internal argument,
thiswould not convincea GB theorist any more than the ProjedionPrinciple
argument would convincean LFG theorist. Thisisthe wegknessof a theory-
internal argument.

We can goone step farther, and show that the basisfor GB’ sdisall owing
of the Raising-to-Objed analysisis flawed. Recdl that the central problem
for Raising-to-Objed in GB isthat the objed must be assgned a thematic
role. The Projedion Principle excludes northematic objeds. However, as
Postal and Pull um (1988 observe, expl etives (whichareby nature northema-
tic) are possblein ohjed position.

(27 | never gaveit athough that geneticistswould clone dinosaurs.
| take it that velociraptors are dangerous.
| regret it deeply that the T-rex gat loose.
| will seeto it that the dinosaurs will behave.
When dinosaurs want to ed the same tree they fight it out.

®Poo T

Thegrammaticdity of sentences such asthese showsthat thereisnoproblem
with pasiting northematic OBJs.

Thereareseveral empiricd argumentsthat can beraised in suppat of the
Raisingto-Objed analysis, as noted originall y by Postal (1974, andsincein
many studies such as Bresnan (19820 and Pollard and Sag (1994. For
example, consider Heary NP Shift. This is the construction that alows
“heavry” objeds to appea at the end of the sentence instead of in namal
objed position.

(28) a Thegeneticist put [ageneto make the dinosaur lysine-depend-
ent] in the embryo.

b. Thegeneticist put in the embryo [a gene to make the dinosaur
lysine-dependent].
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Heavy NP Shift can apply to the nominal after verbs like believe.

(299 a | believe[the geneticist who waslooking for ajob last year] to
be cloning dinosaurs.
b. | believe to be cloning dinosaurs [the geneticist who was
looking for ajob last year].

However, Heavy NP Shift does not apply to subjects.

(30) *I believeiscloning dinosaurs [the geneticist who was looking for a
job last year].

The nonapplication of Heavy NP Shift to the subject cannot be attributed to
the finiteness of the subordinate clause. Gerunds can have subjects, and their
subjects are also immune to Heavy NP Shift.

(31) a | disapprove of [the geneticist who was looking for ajob last
year] cloning dinosaurs.
b. *I disapprove of cloning dinosaurs [the geneticist who was
looking for ajob last year].

In undergoing Heavy NP Shift, then, the post-believe nominal behaves like
an OBJ.

Another argument in favor of treating the nominal as an element of the
higher clause relates to the scope of adverbials. An adverbial following the
nominal can have the main clause as its scope; thisis not possible when the
adverbial follows an element that is uncontroversially in the subordinate
clause.

(32) a | believe dinosaursto this day to be intelligent.
b. *I believe (that) dinosaurs to this day are intelligent.

Thiscontrast is explained by an analysisthat placesthe nominal inthe main
clause.

The f-command condition on anaphoric control provides another
argument. The suBJ of a subordinate clause cannot anaphorically control the
suBJof another clause subordinate to the main clause. However, the Raising-
to-Object nominal can control.
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(33) a Cloningdinosaurswill provethegeneticist to have no scruples.
(suBJ of cloning = the geneticist, possbly)
b. Cloningdinosaurswill provethat thegeneticist hasnoscruples.
(suBJ of cloning « the geneticist)

That isto say, the Raising-to-Objed nominal f-commands the unexpressed
pronoun Thisispassbleonly if the Raising-to-Objed nominal isinthemain
clause.

Objed pronours, espedally it, tendto cliti cizeonto the preceding verb.
One way in which thisis manifested is in the reduction d the vowel to [s].
Thisdoes nat happen to subjed pronours. A Raising-to-Objed pronouncan
reduce

(39 a | believeast to betrue that the geneticist cloned dnasaurs.
b. *I believe ot istrue that the geneticist cloned dnaosaurs.

Last, but certainly nat least, traditional constituency tests show that the
Raising-to-Objed nominal does not form a constituent with the infinitive.
This can be shown by constructions like pseudcclefting and Right Node
Raising.

(35 a Whatl believeisthat the geneticist is cloning dnosaurs.
b. *What | believe isthe geneticist to be doning dnosaurs.
¢c. What | dislikeisthe geneticist cloning dnosaurs.

(36) a | believe, but you dorit believe, that the geneticist iscloning
dinosaurs.

*| believe, but you don't believe, the geneticist to be doning
dinosaurs.

=

We therefore conclude that the Raising-to-Objed analysisisthe corred
one, on bath theoreticd and empirica grounds. In LFG, thismeansthat it is
afunctional control structure.

5.3.3 Licensing functional control

To summarize thus far, the infinitival complements of verbs like seem and
verbs like believe bea the predicative (open) function xCOMP. The suBJ of
this Xxcomp is the suBJ of seem and the 0oBJ of believe. This is achieved
formally throughfedure sharing. In this secion we will fill in some of the
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technicd detail s.

Thissharing of fedure structure isalexicd property of theraisingverb.
It must therefore be li censed by the verbs' lexicd entries. Thelexicd entries
of seemand believe will have the foll owing control equations:

(37 a seem (T suBJ)=(TXCOMP UBJ)
b. believe (T0BJ) = (TXCoOMP UB))

Theseare spedficinstances of the general functional control equation, which
we asumeis pedfied byalexicd rule.

(38)  Functional Control Rule
If (T xcomP) ispresent in alexicd form, add the eguation:
(T CF) = (T XComP 9UBJ)

The controller must be a core function becaise noncore functions are
esentiall y grammaticdi zed thematic relations, and canna have relations to
other predicaes.

The lexicd entries for these verbs are & foll ows.

(399 a seem (TPRED)='‘sean{(T xcomp),) (T suBjy)’
(T suBJ) = (T XCOMP UBJ)

b. believe (T PRED) = ‘believe((T suBJ) (T xcomP), (T 0BJ)’
(T oBY) = (T XCOMP 2UB))

These lexicd entries make it clea that the wntrol equationsin the lexicd
entries of these verbs are predictable. The controller in ead cese is a
semanticdly meaningful argument function which does nat receve a
thematicrole. If they werenaot functional controll ers, theresulti ngf-structures
would be incoherent.

Many raising verbs also take norraising complements.

(400 a It seansthat the geneticist clones dinosaurs.
b. | believe that the geneticist clones dinosaurs.

Thismeansthat ead of these verbs projedstwo a-structuresfrom itse-struc-
ture. A full acourt of control and complementationmust include a-structure
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rules. Since propasitional Theme aguments do not map to oBJin English,®
we need to augment the 6-structure—to—a-structure mapping principles. This
means we must add the functions comp and XxCOMP to the feaure system. It
has been suggested by Zaenen and Engcdghl (1994 that they are variants of
OBL,: [+r, — 0] functions. We will take amore caitious position here, and
asaume that comp and xCOMP have aspedal feaure[+c]; all other functions
(including susJ) will be[-c].

(41)  e-structureto a-structure mapping (revised)
nonpopgsitional Patients and Themesmap to [ -r]
“secondary” nonpropasitional Patientsand Themes(in Endlish, non
Patient Themes) map to [+0]
propasitional arguments map to [+c].
nonTheme/Patient arguments map to [ - 0]

Thenorraisingversionof seem hasthefoll owingmappingof arguments.

(42 e-structure [Propasitional Theme]
astructure  [-0] [+c]
GFS SUBJ COMP

(T PRED) = ‘seam {(T comp)) (T suBJ)’
(T SUBJFORM) = it

It isderived by an a-structure rule that adds anorthematic argument with the
[FORM it] feaure. Foll owing tradition, we cdl this rule Extrapasition.

(43) Extraposition
(...[+C] ..o =[-0](..[+C] ...
(T [- 0] FORM) =it

Like dl a-structurerules, thisruleisstrictly monaonic: it adds information
to the astructure withou changing what is alrealy there.
Theraising version hesa dightly different mapping.

®For a different view, seeDalrymple and Lgdrup (2000).
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(44  e-structure [Propasitional Theme]
astructure  [-0] [+c]
GFS SUBJ XCOMP

(T PRED) = ‘seam ((T XcomP)) (T suBJ)’
(T suBJ) = (T XCOMP 9UBJ)

Thea-structurerule resporsiblefor thislexicd entry can be cdled “ Raising
to-Subed.” Unlike Extraposition, Raising-to-Subjed does not suppy any
content for the northematic argument introduced.

(45 Raising-to-Subject
{[+c]) = [ 0] (XCOMP)

One of theserulesmust apply inthe mapping of seem. If neither rule applied,
we would exped amapping in which the propasitional argument isthe SUBJ,
but thisisungammaticd.

(46) *That the geneticist clones dinosaurs £ams.

In general, clausal suBJs of verbs in English express Causes, not Themes.
Themes can be suBJs of other categories, such as adjedives, but not verbs.

(47) a That the geneticist clones dinosaurs cares me.
b. That the geneticist clones dinosaursis obvious.

Our a-structure mapping principles bar the mapping of propasitional Theme
arguments of verbs to suBJ. Since every verb must have a suBj, either
Extraposition or Raising-to-Subjed must apply in the mappingto producea
grammaticd lexicd form.

Extrapasition can also apply to the predicates in (47). The astructure
mapping principles provide alternative mappings for nonTheme propasi-
tional arguments, either [-o] or [+c]. When the [+c] mapping is chasen,
Extraposition has the same results as with verbs like seem.

(48) a It scares methat the geneticist clones dinosaurs.
b. Itisobviousthat the geneticist clones dinosaurs.

Raisingto-Subjed is more restricted lexicdly, but it sometimes applies to
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argumentsof adjedives. Theadjedivelikely, for example, hasthreediff erent
mappings.

(499 a That the geneticist will clone dinosaursis likely.
b. Itislikely that the geneticist will clone dinosaurs.
c. Thegeneticist islikely to clone dinosaurs.

Transformational theories derive these sentencetypesfrom ead other in the
syntax. In alexicd theory, these ae treaed as different forms of argument

mapping.
Raising-to-Objed isalittle more complicated.

(500 a | believethe story.
b. | believe that the geneticist clones dinosaurs.
c. | believe the geneticist to clone dinosaurs.

The verb believe has three agument mappings.

(51)  e-structure  [Experiencer] [Theme]
a-structure [-a] [-r]
GFS SUBJ OBJ

(T PRED) = ‘believe {(T suBJ) (T 0BJ))’

(52 o-structure  [Experiencer]  [Propasitional Theme]
a-structure [-0] [+c]
GFs SUBJ COMP

(T PRED) = ‘believe ((T suBJ) (T COMP))’

(53 0-structure  [Experiencer] [Prop Theme]
a-structure [-0] [-1] [+c]
GFs SUBJ OBJ XCOMP

(T PRED) = ‘believe ((T suBJ) (T xcomP), (T 0BJ)’
(T oBY) = (T XCOMP UB))

Raising-to-Objed verbs are typicdly ones that, like believe, can take either
an ordinary Theme (0BJ) or a propgasitional Theme (ComP). We make this
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part of the a-structure rule of Raising-to-Object.
(54) Raising-to-Object

(-] {{;ﬂk = ([ 0] XCOMP) [ 1]

54  Equi complements

Consider sentences gich as the foll owing.

(55 a Thegeneticist agreed to clone dinasaurs.
b. The geneticist tried to clone dinosaurs.

These sentences have main verbs that take equi complements. the main
clause suBJ is a thematic argument of the verb, andis also the suBJ of the
complement. As complements, they resemble functional control construc-
tions, but as equi constructions one might think that they invalve anaphaic
cortrol. In transformational theory, the analysisisforced by the architecure
of the theory. If the subjea of the main clause and the (understood) subjeca
of the subardinate dause ae both thematic aguments of their respedive
verbs, they must be two dstinct D-structure elements. Thus, sentences like
these must be analyzed ashavinga PRO subjed in the subardinate clause, the
equivalent of LFG’sanapharic control. However, the architedure of LFG is
different. These could be anapharic control, with a comp argument that has
an unexpressed pronounsuBJ. It could also be functional cortrol, a predica
tive construction with an xcomp argument in which the matrix susjandthe
complement suBJ are functionally identified. Nothing predudes such an
analysis. Unlike the © Criterion of GB, there is no principle of LFG that
disallows one subsidiary f-structure from filling two different thematic
positions, nor is there any reason that there shoud be. So these sentences
could invalve dther functional or anaphaic control.
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(56 a Gugy  DEF 0 C
= PRED ‘ geneticist'd E
[PRED ‘try/agree<(T suBJ) (1 XCOMP)>’ C
(fENSE  PAST C
0
O %UBJ
0 O
%@OMP [(PRED ‘clone <(T suBJ) (1 OBJ)>’

0
0 5, [PRED ‘dinosaur'(]
H AUM  PL E
b.

O (bEF  + O C

(dus  [PReD ‘geneticist' O C

% NDEX i E

[(PRED ‘try/agree<(r suBJ) (1 XCOMP)>’ C
L

%EN SE  PAST

0 [PRED ‘PRO'0]

i %UBJ ANDEX | O
%@OMP [PRED ‘clone <(T suBJ) (1 OBJ)>’
O O] (PRED ‘dinosaur’ (]

g P8 Hum e B

To determinethe corred analysis, let us consider some of the properties
of anapharic andfunctional control. Thecleaest propertiesthat could be used
to distingush them pertain to the ocontroller: in functional control, the
controll er must be present (in the f-structure) andit must be a core function.
If it were absent, the subordinate clause would be incomplete becaise it
would ladk a suBjJ, and, as discussd ealier, only core functions can be
spedfied by a control equation. On the other hand, neither of these is
necessary for anaphaic control: pronours need not have antecedents and
there is no restriction on the grammaticd function of an antecelent of a
pronoun On the other hand, anapharic control shoud all ow split controll ers,
because pronours can take split antecedents; while afunctional controller is
the single element spedfied by the control equation. Testingthese properties
ontry and agree, we find the foll owing.
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(570 a Itwasagreed to clone dinosaurs.
b. *It wastried to clone dinosaurs.
(58 It was agreed by the geneticists to clone dinosaurs.

a
b. *It wastried bythe geneticists to clone dinosaurs.

(599 a The geneticist said that the paleontologist agreed to clone
dinosaurs. (suBJof clone=the pal eontol ogist andthe geneticist
possbly)

b. The geneticist said that the paleontologist tried to clone
dinosaurs. (SuBJ of clone = the paleontologist only)

This evidence suggests that the complement of agree is an anaphaicdly
controlled comP, while the complement of try is a functionally controlled
XCcoMP. None of the properties of try would be explained by an anapharic
control analysis.

A lessconclusive distinction between anaphaic control and functional
control concerns the extent to which the governing verb occurs obli gatorily
in an equi construction. The roughgeneralization is that obli gatory control
constructionsinvavefunctional control and nonobi gatory control construc-
tionsinvave anapharic control. The basic ideaisthat functional control isa
lexicd property of the governing verb, whil e anapharic control is unrelated
to the nature of the governing verb. Smilarly, since aaphaic control
invavesan ordinary comP function, an overt suBJshoud be an option. With
try and agree, these properties confirm the analysis of agree as anapharic
control andtry as functional control.

(60) a The paeontologist agreed that the geneticist would clone
dinosaurs.

b. *The paleontologist tried that the geneticist would clone
dinosaurs.

(61) a Thepaeontologist agreed for the geneticist to clone dinosaurs.
b. *The paleontologist tried for the geneticist to clone dinosaurs.

However, the relation between ohli gatorinessand functional control is not
absolute. Obligatorinessof control is due to the semantics of the verb, and
there is no reason that this obligatoriness at the semantic level shoud
necessarily be mirrored by the syntax. That isto say, “obligatory anapharic
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control” is possble.” Conversely, since verbs can have a COMP/XCOMP
aternation, being a functional control verb does not necessarily rule out an
aternative with alexica suBJ. Obligatorinessof the control relationisthus
alessreliable guide.

In some languages, distingushing it between functiona control and
anaphaic control is easier. Since functional control is complete identity,
feaures like cAase are shared. In languages with extensive morphdogicd
Case marking, the effeds of this identity are eaier to see Examples in
Icdandic ae discussed by Andrews (1982 1990).

The crucia point is that while in transformational theory, equi and
raisinghaveto have diff erent analyses, in LFG either one could be functional
control; equi can be ather functional or anapharic. One has to look at the
properties of ead control verb to figure out which kind of control is
invaved. However, the empiricd fads paint to the corrednessof this kind
of approadh; both kinds of control constructionsexist. A theory which forces
equi constructions to be anapharic canna acourt for the properties of
functional-control equi.

55 C-gtructure

We return now to the question of the category of to, and of the infinitival
clause. The LFG literature has generally been reutral onthis question, with
occasional suggestions (asin Bresnan 2000 that anapharic control infinitives
are CP and functional control infinitives are VP. In GB, to istreded as an
infl. In thissedion, wewill outlinean approach that isempiricdly suppated
and is compatible with LFG. It does nat refledt a cnsensus among LFG
reseachers.
First, we note that the to infinitival hasthe distribution o CP. It can be

the suBJ of a dause and a complement to V, N, and A, but nat P.

(62 [To clone dinosaurs] would please the geneticist.

The geneticist tried [to clone dinosaurg).

[oe the geneticist’s attempt [to clone dinosaurs]]

[Ap Very happy [to clone dinosaurs]]
*[op before [to clone dinosaurs]]

CPoo T

This distribution is the same as CP, and different from either IP or VP.

"Zec (1987 shows that Serbo-Croatian has obligatory anapharic control.
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Furthermore, to infinitivals can be introduced bywh phrases, which occupy
the [SFEC, CP] position.

(63) a Hedoesn't know [which dnasaur to clong].
b. [praspedes[with which to experiment]]

We therefore mnclude that “VP” isto be identified with CP.

If the to infinitive is a CP, the most natural analysis of to is as a
complementizer. It isthe dement that converts what is otherwise aVP into
a CP. Furthermore, to does not exhibit particularly infl-like properties, such
as being followed by a marker of polarity® or being stressable when the
following VP is elli pted.

(64 a Thegeneticist will not/so clone dinosaurs.
b. The geneticist wants to ?“hot/* so clone dinosaurs.

The most natural analysisisthat to isa mmplementizer.
We need to extend the ID rule for C’, to licencea VP complement asan
aternativeto IPand S.

S
65 C- C P

>

VP
T=0 7=

Aswe saw in Chapter 3, thelexicd entriesfor the complementizersthat and
towill spedfy that the former requiresthe feaure TENSE (i.e. afinite clause)
whil e the latter disallowsiit.

(66) a that C (T TENSE)
b. to C (T TENSE)

Giventhe CP status of to infinitivals, xCOMPs can be any caegory other than
IPor S, or CPcontainingIP or S. What distinguishes these cdegoriesisthe

®Not is not entirely ungrammatica, because it can be aljoined to VP for VP negation.
However, thisisnot thenormal placefor notin clausal negationof theinfinitive. Furthermore, the
emphatic positive polarity item so istotally ungrammatica after to.
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presenceof the feaure TENSE. We therefore add the followingtermto the ID
rule for VP.

(67 VP-.., XP -
(T xcomp) = |
- ({ TENSE)

XCOMPs provide interesting confirmation of our dedsionto separate ID
rulesand L Prules, instead of using traditional phrase structurerules. The LP
rulesfor English placePPsand CPs (and IPsand Ss) in final position (in that
order, if bath are present). Thisleads usto exped that in a VP with both an
XcoMP and a PP, the xcomp will preceale the PPunlessit is ato infinitive
(i.e. CP). Thisiscorred.

(68) a Thedinosaur S2EMS [p xcour ClONEd] [pto Me].
b.  The dinosaur seems [, t0 ME] [ cpxcour t0 be dored].

Finally, althoughit isnat acontrol construction, wealso need to consider
the structure of the “for infinitive”, such as the bradketed clause in the
foll owing sentence.

(69)  [For the geneticist to clone dinosaurs] would be adisaster.

The generative tradition has considered for to be a @mplementizer, and
reseachersin LFG have generally foll owed this tradition. If to isacomple-
mentizer, however, it isnot clea that for would also be a @mplementizer.
If it were, for infinitiveswould have two complementizers. What for actually
seamsto beisamarker for the suBJ of theinfinitive, sinceit is present when
the suBJis represented in c-structure and absent when it isnot. Thisisthe
position taken by Jespersen (1940 308). The c-structure of the infinitival
would then be:

(70 cP

/\
PP [of
/\ /\
P DP C VP

AN

the geneticist clone dinosaurs
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ThelD rulefor CP hastolicenseasuBJin specifier position for aninfinitive,
and specify that it be PcASE-marked with for.®

(") cp. XP , C
(T roc) =1
(Tsumg) = L T=1
= (T TENSE)

(I Pcase) =_oBL__

Additional readings

The LFG analysisof control wasfirst laid out in Bresnan (1982b), and compared one-on-onein
Mohanan (1983) with the GB analysis. The analysis has not appreciably changed, and studies
of other languages have supported the L FG distinction between anaphoric and functional control
as superior to the transformationalist distinction between control/equi and raising. Among these
studies are Andrews (1982; 1990) on Icelandic, Neidle (1982) on Russian, Kroeger (1993) on
Tagalog, Mohanan (1983) on Malayalam, and Arka and Simpson (1998) on Balinese.

Thea-structurerules proposed hereareoriginal, and the c-structure analysis of toinfinitives
as CPis based on Falk (in preparation).

Exercises

1. For each of the following sentences, determine whether the bracketed
clause is functionally controlled or anaphorically controlled. Explain.
Draw f-structures. (There may not be a clear analysis for some of the
Cases.)

Jake persuaded Nog [to attend Starfleet Academy].

[To show emotion] would be difficult for Spock.

The tribbles kept [eating grain].

Kirk asked Gillian [to drive him to the ship].

Troi wants [to ignore her mother].

Picard expects [to boldly go where no one has gone before].

~oopoTo

*We assume that for lexically bears the Pcase feature OBLg,,, Since it normaly marks
benefactives.
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Sisko promised Kira[to protect Bajor].
Uhura signaled to Kirk to talk.

2. In Chapter 4, we proposed an a-structure rule adding a resultative
argument. The rule can be divided into two parts:

o®

(i) Add apredicative argument with resultative semantics
(il) Theresultativeis predicated of [-r].

What is the grammatical function of the resultative?
How can we formalize (ii)?
How does this analysis of resultatives account for the underlined
DPsin sentences like:
She ran the soles off her shoes.
He sneezed his head off.
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6

Long Distance Dependencies

6.1 Overview

We turn now to sentences li ke the foll owing.

Q) a.  Which book do youhink I put on the shelf?
b. That theory, she told me she had never head df.

In these sentences, the initial phrase can be conceptualized as belongngin
two different clauses simultaneoudly, with a different function in ead.
Because the number of clauses between the two pasitionsisunlimited,* these
constructions are often cdled long distance dependencies or unbounded
dependencies. In the transformational tradition the analysis of these
sentences involves movement, so the oonstruction can also be cdled
“wh movement” or “ A movement.” Wewill not beusingthese derivationally
oriented names here, athougha name with a derivational flavor that is
sometimes used in the noncerivational lit erature is extraction. The top end
of thelongdistancedependency canbecdledthefiller andthelower endcan
be cdl ed the gap.

In Engli sh, longdistance dependenciesinvolve amissng element at the
gap position (whence the name gap). The content of the filler has two
grammaticd functions, one typicd of the pogtion in which the filler is
located, and one typicd of the gap. For example, in (1a) the fill er iswhich
book and the gap is the would-be DP or NP after put. The DP which book
therefore hasthe functionstypicd of the pasitionthat it occupies and d the
postverbal nominal position. The latter is clealy oBJ of the subordinate

YInfaa, it can be zeo. The two functions can bein the same dause, asin (i).
0] Which book dd youreal?

145
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clause, whil e the former beas the grammaticized discourse function FOcus.
In the previous chapter, we introduced the notation o a airved line
conredingtwo f-structure positionstoindicatethat onesubsidiary f-structure
fill stwo functions. Usingthe samenatationhere, thef-structure of (1a) is(2).

2 [TYPE Q

C
O [PRON WH [ C
gtocus [PRED ‘ book’ E
. Bum sc H C
[JENSE PRES C
@UBJ [u youu] [
%’RED “ think <(T SUBJ) (1 CoMm P)>’ C
D BUBJ [u Iu
B ENSE  PAST
[GOMP  [FRED ‘put <(T suBJ) (1 oBJ) (1 OBL Loc)>,
O (OB} —
B HBL [ on the shel” %

Assgning the fill er position a discourse functionisthe LFG equivalent
of cdlingit an A (norergument) pasitionin structural theories. However, the
exad nature of the discourse function is not diredly dependent on the
structural position d the fill er. There are two structural positions for fill ers
in English, [SFEC, CP] for wh phrases, and adjoined to IPfor “topicdized”
phrases. Elementsin either pasition can have the function of either TopPIC or
FOcus. A TOPIC representsoldinformation, whil eaFocusrepresentscontrast
(andthusnew information). In[SFEC, CP] position, aquestionphrase hasthe
function Focus whil e arelative pronounhas the function TOPIC. A constitu-
ent adjoined to IP can aso be either Focus or ToPIC. These structural
positions and their functions are licensed by the following ID rules.

(©)] a CP. XP , C
Tor=l T=10

(L PRON) = WH

b. IP- XP , 1P
Tor) =4 T=1

(L PRON) # WH
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By the Extended Coherence Condition (p. 62), an discourse function must be
linked to an argument function; a FOCUS or TOPIC not identified with an
argument function is ungrammatical.

6.2 Licensing the dependency

6.2.1  Functional uncertainty

Long distance dependencies, like everything in f-structure, must be licensed
by functional equations. Consider thefollowing sentenceswith long distance
dependencies. (The position of the gap is represented by aline.)

4 Whodidyousee  ?

Who do you think __ saw you?
Who do you think yousaw ___ ?

Who did the hamster clai mﬁlought ____sawyou?
Who did the hamster claim it thought yousaw ___ ?

Who did the hamster claim it thought that the dinosaur said that
the pterodactyl believes _ saw you?

~oaopoTo

In each of these cases, some clause-internal grammatical function is
identified with Focus. Thisissimilar to functional control, inthat it involves
feature sharing. But it is different, in that the relationship between the two
functions cannot be expressed as a finite expression. Consider what sorts of
functional equations we would need to express these; we express these both
as outside-in expressions starting from the clause of thefiller and as inside-
out expressions starting from the clause of the gap.

(5) a. Outside-in
(T Focus) = (T 0oBJ)
(T Focus) = (T cCoOMP SUBJ)
(T Focus) = (T comP 0OBJ)
(T Focus) = (T COMP COMP SUBJ)
(T Focus) = (T COMP COMP OBJ)
(T Focus) = (T COMP COMP COMP COMP SUBJ)
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b. Insde-out
(T oY) = (T Focus)
(T suBJ) = ((comP T) FOCuUS)
(T oBY) = ((comP T) FOCuS)
(T suBJ) = ((comP COMP T) FOCUS)
(T oBJ) = ((comP COMP T) FOCUS)
(T suBJ) = ((COMP COMP COMP COMP T) FOCUS)

However, asfirst observed by Kaplan andZaenen (1989, therelationshipcan
be expressd if we use the Kleene star operator.

(6) a. Outside-in (T DF) = (T COMP* GF)
b. Inside-out (T GF)=((ComP* T)DF)

Unlike the equations we have seen urtil now, here there is more than ore
posshble f-structure configuration that will satisfy the equation; any number
of comps can intervene. Thereisan infinite number of passble solutions to
an equation such asthis. Consequently, thiskind of functional designationis
cdledfunctional uncertainty. Aswecan seg it can take theform of outside-
in functional uncertainty or inside-out functional uncertainty.

Under thefunctional uncertainty formali sm, longdistance dependencies
are licensed locdly, one f-structure & a time. This brings long dstance
dependencies into line with the observation (Chapter 1) that all relationsin
syntax are locd. In transformational theories, wh movement is not intrinsi-
cdly locd, athoughit may be restricted to nea-locdity by principles sich
as sibjacecy.?

By analyzing long distance dependencies in terms of functional
uncertainty, LFG claims that c-structure properties are irrelevant to the
behavior of the mnstruction. Thisisin dred contrast with the movement

*Theanalysisof longdistancedependenciesin Kaplan and Bresnan (1982 isalso not loca.
Inthat analysis, cdl ed “constituent control” theformal system of c-structure—f-structuremapping
is extended. In addition to the metavariables T and{, where T recéves the same variable as the
immediately dominating !, Kaplan and Bresnan use metavariablest and {, which are paired up
with the same variable at a distance. Kaplan and Zaenen’s functional uncertainty formalism has
superseded the constituent control formalism. Thislocd licensing of longdistancedependencies
isalso aproperty of the HPSG analysis, in which the SLASH feaure is propagated throughthe
treeonenode & atime.
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analysis in transformational theories. The evidence favors the functiona
approach. For example, the fill er and gap need nd be the same cdegory.

@) a [cplhatthehamster might likefalafel], wedidn'ttalk about .
b. *Wedidn't talk about [sthat the hamster might like falafel].
c. Wedidn't talk abou [the hamster’s fondressfor falafel].

The ungrammaticdity of (7b) is due to the fad that the prepasiti on about
takesan 0BJ, not acomP. In English, the ID rules assgnthe oBJ functionto
the DP/NP pasition orly. In amovement theory of long dstance dependen-
cies, the grammaticdity of (7a) is aurprisng gven the ungammaticdity of
(7b). In LFG, it isunproblematic. The f-structureis:

® g O DEF 0
U [3uB) [PRED ‘hamsterd [
0 O UM SG H
%LOP' c %EN SE POSSBILITY i
0 PRED  ‘like <(T suBJ) (1 OBJ)>'[D
O ‘ , l
. [oBs  [PrED " falafel’] H
O [PRED ‘PRO’'[] O
[3UBJ PERS 1 O O
O Hum P H O

oL NEG B
ENSE  PAST =
[PRED ‘talk <(T SUBJ) (1 OBL 44 OBJ)>'
- [PCASE  OBL,,, [

%BL about @)BJ 0

Thereisnothingto rule out thisf-structure. Thefad that the constituent with
the ToPIC function could not have been generated in the c-structure position
normally assciated with oBL,,,, OBJ is irrelevant. Since the sentence is
grammaticd, atheory which daesnot rule it out is preferable.

6.2.2 Direction of licensing

As we saw in the previous sedion, long dstance dependencies can be
licensed either by outside-in functional uncertainty or inside-out functional
uncertainty. In the LFG literature, both approaches have been propcsed:
Kaplan and Zaenen (1989 use the outside-in approach, while Bresnan
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(1995g; 2000) arguesfor inside-out licensing. Inthissection, wewill examine
the details of the two approaches. Wewill reconcilethem in the next section.

We beginwith outside-in licensing. Under thisapproach, any clause that
has a Focus or ToriC will include the following equation.

(9) (T DF) = (T COMP* GF)
The c-structure of (1a) would be:

(10 cP

on the shelf

Ignoring the effect of the functional uncertainty equation, the f-structure
associated with this c-structure is:
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1D gvee o C
O [PRON WH [J C
[focus [PRED *book’O C
B Bum s H E
CJENSE  PRES C
$usl  [“you'] C
%’RED “think ((1 susJ) (1 comp)) E
O Busy  ['I I
% ENSE  PAST %
DOMP PRED  ‘put <(T suBJ) (1 oBJ) (1 OBLLOC)>'DE
H FoBL,,, [*onthe shelf” H

Thisf-structure is bath incomplete and incoherent. It isincomplete because
the verb put seleds an 0BJ, andthereisnore present in itslocd f-structure.
It is incoherent becaise the discourse function FOCUS is not linked to an
argument function, violating the Extended Coherence Condtion. The
functional uncertainty equation solves both problems, linking the FOcus to
put’s missng OBJ.

Thisanalysishasseveral properties. First, thereisnoc-structuremarking
of the gap, analogous to the wh traceof movement theories. The only such
analog is the argument function in f-structure. A c-structure gap is not
needed; by Econamy of Expresson this means that there is none. Since
c-structureisamodel of the overt expressonof syntax, and empty caegories
are, by definition, not overt, this is generally taken to be an advantage.
Seoond, therearenoconstraintsonidentifyingthegap. It can be anythingany
number of comps down. We will return to this presently. Third, it isunclea
what noceinthe c-structureto asociatethe outside-in functional uncertainty
equation with. Kaplan and Zaenen anndate it to the DF node itself, but this
asaumes that the DF is always present in the c-structure. This assumptionis
incorred; in English relative dauses the DF need na be overt.

(12)  thebook[youthink | put onthe shelf]
Thepictureisdightly diff erent under theinside-out approach. Aninside-

out equation has to be associated with the gap. One straightforward way to
dothiswould be to make the gap a cstructure dement (a “trace”).
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(13) cP

book think DP VP

\ A

V DP

on the shelf

The verb put has an 0BJ by virtue of being followed by a DP in normal 0oBJ
position. The following rule licenses the empty category.

(14  xP. e
T = ((comp* GF T) DF)

Thishasthe oppositeadvantagesand disadvantages of theoutside-inanalysis.
Thegap end of thelong distance dependency ismarked, constrai ning thelink,
but at the expense of postulating an empty category.

6.2.3  Subjectsvs. nonsubjects

Any account of long distance dependencies needs to consider differences
between extraction of subjects and nonsubjects, both in English and
crosdinguistically. We will discuss some of these differences here, and
suggest that they are relevant to determining the direction of the licensing of
the long distance link. More precisely, we will distinguish between three
cases: local linking of the DF to suBJ (not involving functional uncertainty)
long distance linking to suBJ (outside-in functional uncertainty) and nonsub-
jects (inside-out functional uncertainty).

We begin by contrasting main clause subject questionsfrom main clause
nonsubject questions.
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(15 a Who pu the book onthe shelf?
b. What did you pu onthe shelf?

When a norsubject is questioned, English is sibjjed to “Subjed-Aux
Inversion”, generally analyzed with the auxili ary in complementizer position
instead o infl.

CP
TN
DP C’
| N
what C S
‘ A

did DP VP

(16)

on the shelf

Formally, this can be adieved by lexicdly speafying auxiliaries as
belongng ambiguously to either category.®

(17 did lorC (T TENSE) =PAST
C=(TTYPE)=Q

What is puzzling is the ladk of Subjed-Aux Inversion effeds when the
subjed is questioned. Instead, a subjed question resembles an ordinary
dedarative sentence

3With “X=Y” meaning“if X then Y”. Thisisslightly oversimplified, since aixili aries can
be C in some other constructions, too, such as:

(i) Neverin hislifehad heread such an interesting book
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(18 S
D‘P VP
/’\
who \‘/ DP PP
put

the book onthe shelf

This structure has been proposed in GB by Grimshaw (1995. In a
transformational theory, this would mean that subjeds do not undergo
wh movement.

Wewill adopt the“nomovement” analysisasthe best way to explainthe
ladk of Subjed-Aux Inversion. Recdl that sSuBJis an overlay function, just
like the discourse functions, and is the default topic. More generally, suBJ
seamsto have an affinity for beingidentified with discourse functions. This
can be expressed by annaating the subjed DP with the following ogional
equation.

19 (torR) =l

Given this equation, who will be assgned some discourse function (such as
FOCuUS) in addition to suBJwithou need for the complementizer projedion.
The Econamy of Expresson grinciple prohibits unrecessary c-structure, so
a complementizer projedionwill be ungammaticd.

Next, there arelanguagesin which the gap of alongdistancedependency
canonly be a suBJ, such asmany Austronesian languages. This observation,
originally dueto Keenan and Comrie (1977, suggeststhat suBJhasaspeda
status in long distance dependency constructions. In English, this peda
statusis manifested, ironicdly, in what appeasto be a spedal restrictionon
SuBJ extradion: the “that-trace” dfed.

(200 a Which shelf do youthink | put the book on __ ?

Which shelf do youthink that | put the book on __ ?

b
¢. Who do youthink ___ pti the book onthe shelf?
d. *Who do youthinkthat ___ pu the book onthe shelf?

Finaly, note the smilarity between the outside-in equation for long
distance dependencies and the functional control equation.
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(21) a (T DF)=(T COMP* GF)
b. (T AF) =(T XCOMP GF); GF = SUBJ

In the functional control equation, the controllee is constrained by Universal
Grammar to be suBJ. One possible explanation for thisisthat SUBJ, uniquely
among the argument functions, is an overlay function and therefore not
exclusively related to its governing predicate.* Under the same logic, one
would expect the gap end of the long distance equation to be SUBJ.

We will account for the special status of SUBJ extraction by adopting a
mixed analysis, under which both outside-in and inside-out licensing of long
distance dependencies are possible. Outside-in licensing is constrained to
caseswherethe gap is suBJ, whileinside-out licensing involves (for English,
at least) an empty category in c-structure. Languages that only alow
extraction of suBJonly allow outside-in licensing of long-distance dependen-
cies. Thisapproachissimilar to onetaken in early constraint-based theories;
in both Generalized Phrase Structure Grammar (Gazdar 1981) and early LFG
(Falk 1983b) it was proposed that SUBJ extraction is unigque in not involving
a structural empty category.

To conclude, long distance dependencies are licensed in three different
ways.®

(220 a matrix subjects: (T DF) ={ annotated to the SuUBJ
b. embeddedsubjects (TDF)= (T SUBJ)= (T DF)=(T COMP* SUBJ)
¢. nonsubjects: XP

T = ((convl‘;* GF T) DF)

Aswe observed above, the outside-in equation cannot be associated with the
structural position of the DF, since the DF need not be overt. Wewill analyze
it asan optional lexical specification in the lexical entries of verbs.

Asfor thethat-trace effect, despite the tradition that seesit asastructural
property it seems to be a lexical property of the complementizer. In some
languages, the effect is triggered by some complementizers and not others.

“Thisis essentially the position of Falk (2000).

®In the equation for embedded susJs we have replaced the Kleene star with the Kleene plus,
because no comps would be the same as the matrix susJ equation. It is also limited to apply in
cases where the br and susJ are not locally identified.
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Sobin (1987 reportsthat thisiseven true for some speakers of English, who
allow that-traceviolations when the complementizer is that but obey the
constraint when the complementizer isif or whether. The ultimate source of
the constraint may be the larger independence of finite complements as
comparedwith norfinite complements(Givon 1990517). Thisindependence
is reinforced by explicitly marking the complement with the finite
complementizer. Complementizersthat trigger thethat-traceeffed would be
ones that explicitly mark their complements for conceptual independence
from the clauses in which they are embedded. Since the suUBJ is the one
argument that can be related to a higher clause (becaise suBJisan owerlay
function), this independence is expressed in the syntax by prohibiting the
identification d the susJwith something higher.

(23)  (TsuB)) = ((GF* T) GF)
In standard English, that will i nclude this lexicd spedfication.

6.2.4 On empty categories

The analysis in the previous sction requires us to recognze an empty
element in c-structure. While this is familiar (and urcontroversia) in
transformational theories, it runs courter to the trend in constraint-based
theories of syntax. There seam to be two basic reasons to guestion the
existence of an empty category. First, it is nat overt. C-structure represents
the overt expresson of a syntadic objed. Representing covert elementsin
c-structure violatesthe defining charaderistic of c-structure. Furthermore, it
poses potential problems for language comprehension, as the hearer would
not know to parse an empty position. Seoond, there isnoevidencefor empty
elements. They represent an unprovable (and unfalsifiable) theoreticd
construct. A theory that can do withou them is therefore preferable. One
theory that can dowithou them isthe versionof LFG inwhich all licensing
of longdistancedependenciesisachieved throughoutside-in designation. In
thissedion, wewill arguethat, at least for Engli sh, these objedionsto empty
caegories, while not withou merit, are overstated.

We begin with the question d whether empty caegories can be said to
be“overt.” Surprisingly, theanswer isyes, at least for languagesli ke Engli sh.
An empty caegory isapositionin the c-structure in which something shoud
be present but isnot. English isalanguage in which word order isvery rigid
and complements are rarely omissgble. In the VP put on the shelf something
clealy is mising. The verb put takes an oBJ argument, and 0BJ in English
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isinvariably redized by an NP or DP in pcstverbal pasition within the VP.
Unlike other languages, English dces not all ow the oBJ of put to be omitted
andunderstoodelli pticdly, even when the discourse context isclea. Unlike
other langueges, Engli sh doesnat all ow the 0BJto scrambleto other positions
in the dause. Given these properties of English, it is clea that somethingis
missngin the c-structure. An empty element issimply the formal deviceto
represent this: the something missng is there structurally, but urfilled or
empty. In this sense, the empty element can be said to be overt, and thus a
legitimate dement of c-structure.

Possble evidence for empty categories has been discussed by Bresnan
(1995, 2000. We will outline it here. The argument is based onthe “wegk
crosover” effed.

(249 a Wholoves his mother? (who = his, posgbly)
b. *Who dees his mother love?(who = his)

Bresnan argues that in Engli sh the foll owing constraint holds.

(250  Anoperator O may not bindapronounP if the rightmost part of the
c-structure corresponcent of P preceles the rightmost part of the
c-structure corresponcent of 0.6

This constraint acourts for the ungrammaticdity of (24b), but only if we
postulate an empty category in c-structure. The c-structure correspondent of
the pronounconsists of one part: the [SFEC, DP] of the DP his mother. The
operator inf-structure hastwo functions: FocusandoBJ. Inac-structurewith
no empty category, this operator has aone-part c-structure corresponcent as
well, [SFEC, CP|. However, [SFEC, CP] precales the position d the
c-structure corresponcent of the pronoun which shoudlead usto beli eve that
coreferenceis posshle. On the other hand, if there is an empty category in
the post-VP position it is also part of the cstructure rresponcent of the
operator. It is the rightmost part of this corresponcent, and it follows the
c-structure corresponcent of the pronoun corredly disall owing coreference

6.3 Idandsand pied piping

It iswell known that there are restrictions onthe relation between fill er and

®Or, if Pf-precales O, under the definition o f-precedence that Bresnan assumes.
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gap inlongdistancedependency constructions. These restrictionshave come
to be known coll edively asidand constraints. A major contribution to the
understandingof these constraintsisKaplanandZaenen’ s(1989 observation
that they are based on gammaticd functions, not structure.

The longdistance dependency equations as we have stated them spedfy
that only the function compP may occur on the path between fill er and gap.
The inside-out equation asociated with the cstructure gap is:

(26) T =((compP* GFT)DF)

Since NPs and DPs canna bea the function comp, the Complex NP
Constraint foll ows.

(27 *What did you ceny the daim that you pu e onthe shelf?
would require e to be aanatated T = ((0BJCOMP OBJT) DF)

Similarly, a dause functioningas suJis an island (the Subjea Condtion).

(28) *What doyouthinkthat [to put e onthe shelf] would be agoodidea?
would require e to be aanatated T = ((CoOMP SUBJOBJ T) DF)

Extradion from adjuncts is generaly ungammaticd, as wown by the
foll owing contrast.

(299 a Whichtabledid he put abook or?
b. *Which table did he use a @mputer on?

This canna be expressd diredly in a cstructure-based approach, which
instead hasto talk abou adjuncthoodindiredly throughclaimsabou distinct
structural positioning. This can be made to work in some langueges (such as
Engli sh), but Kaplan and Zaenen claim that there are languages (Icdandicis
their example) in which the isandhoodfads are the same but no structural
distinction between complements and adjuncts can be motivated. A
functional acourt of isands can refer to complements and adjuncts
explicitly.

However, restricting the path to cOMPs is too restrictive. The path can
also include the functions xcoMP and OBL,,.
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(30) a What did she seem to put e on the table?
T =((xcomp0BJT) DF)

b. Which shelf did they take the book out of e?
T =((oBL, OBL, OBJT) DF)

We can accommodate this by altering the functional uncertainty equations.

(31) a embedded subjects

COMP
(toR)=(tsuB) = (T oF) = (T {XCOMP}+ suBJ)
OBL,

b. nonsubjects: XP_ e
COMP

T = (Kxcomp}* GF T) DF)
OBL,

Idland prenomenathus provide evidencefor afunctional approach to long
distance dependencies.

Related to idandsisthe phenomenonof “pied piping,” wherethe FOcus
or TOPIC includes more than just the operator. This is related to idands
becaise thisis often used as a strategy to avoid idand violations.

(32 a *Whosedid you pu book onthe shelf?
b. Whose book dd you pu on the shelf?

In this case, the FOCUS is whose book, but the operator is just whose. (Here
we use OPER as the name of the grammaticd function d the operator.)
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B3 mvee o 0
D ‘ _ 'D D

. %RED book - of (1 POSS)) 05
Ltocus O [PRED ‘PRO’'[] o O

[POSS [PRON WH B

U i ASE GEN H i
PER

[TENSE PAST

Bsusl  [“you']

%’RED ‘put <(T suBJ) (1 oBJ) (1 OBLLOC)>

[OBJ

FoBL,,, [*ontheshelf”]

0
0
0
0
H

Our ID rule for CP, repeaed below, does nat al ow this.

(39 CP_ XP , C
Tor=l T=10

(L PRON) = WH

ThisID rule doesnat distingu sh the DF (FOCUS or TOPIC) from the operator.
It is the operator that must have the [PRON wH] fedure, not the DF. The
operator is embedded at some undetermined depth within the DF (including
patentiall y beingidentica); functional uncertainty can beusedto model! this.”

(39 cpP- XP , C
(Tor =l T=1
(T orPER) = ({ GF)

(T oPERPRON =_ WH

Similarly, the non-wh ID rule neals to be updated.

"Thisanalysisisbased onK aplan and Bresnan (1982). Kaplan and Bresnan use the function
name Q for our OPER.
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(36) IP- XP . IP
(ToF) = 1 T=1

(! GF* PRON) # WH

6.4 Relative clauses

We conclude this chapter with discussion of restrictive relative clauses in
English.? There are interesting intricaciesin the structure of relatives, which
we will describe using the analysis of long distance dependencies devel oped
in this chapter.

The simplest type of relative clause is one with a relative pronoun.
Relativepronouns, likeinterrogative pronouns, arewh el ementsand therefore
occupy [SPEC, CP] position. The discourse function held by the relative
pronoun is TOPIC.

(36) a thebook which | put on the shelf

b. DP
!
b N e

DP S
N
book which D‘P VP
T
I V DP PP
on the shelf

8We will not discuss other kinds of relative clauses, such as nonrestrictive relatives or free
relatives.
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¢ mer +
[(PRED °‘book’
[NUM  SG

(OTYPE  REL

[PRED ‘PRO'[]
%OP'C FPRON  WH

[r

RED ' put <(T SuBJ) (1 0BJ) (1 OBL )

PR nnn

I O
E
(&

DJ ENSE  PAST
] O
% %’CASE %I?E_FLOC X E%
O
[OBL ,, [®BJ [(PRED ‘shelf [
mn O Bum s HJ
% %RED ‘on <(T OBJ)>' 5

Our existing rules generate such relative dauses, with the adition o an ID
rule dlowing CP to be aljoined to NP.

The status of the relative pronounas ToPIC can be shown by the
interacion of relative clauses with other constructions. TOPIC is a syntadi-
cized discourse function. As such, it represents part of theinterfacebetween
syntax and dscourse. A topic in dscourse grammar isold information; it is
thereforeincompatiblewith constructionsthat serveto introducenew entiti es
into the discourse (seeBresnan and Mchombo 1987). One such construction
isthe there construction. Note:

(38) *the bookwhich thereis e onthe table

This confirms the analysis of which as TOPIC.

However, thisisnaot the only type of relative clausein English. Thereare
alsorelative clausesthat ladk arelative pronoun Such rel atives can be either
CPsintroduced bythe complementizer that or IPs (or Ss) introduced by no
complementizer.

(399 a thebookthat | put onthe shelf
b. thebookl put onthe shelf
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Unlike the constructionintroduced by arelative pronoun thesedonot appea
to involve awh element. However, they do include a gap, just like the wh
relative. Furthermore, it can be shown that they invdve long dstance
dependencies: they obey island constraints.

(400 a *thebookthat | denied the daim that | put e onthe shelf
b. *the bookthat to pu e onthe shelf would be amistake

Itisfor this reason that derivational theories have postulated the movement
of an “empty operator” or a deleted relative pronoun
The f-structure of wh-lessrelatives must be something like:

(41)

[DEF  + C
[(PRED ‘ book’ C
NUM  SG C
O [ITYPE  REL yis
B [IDF PRED ‘PRO| %
D %UBJ HI”
B [(IPRED  ‘put <(T suBJ) (1 oBJ) (1 OBLLOC)> 1
§ ENSE PAST
0 % %’CASE OBL,,,
O M 0 (DEF +
O [TPBL . [®BJ [(PRED ‘shelf
% i 5 UM sG

N ‘ ’
0 K %RED on <(T OBJ)>

Such anf-structure embod esthe analysisof wh-lessrel ativesaslongdistance
dependencies.

Next, we must determine the nature of the DF in this f-structure. In wh
relatives, the functions TOPIC and OPER are bath involved becaise, as we
have seen, sometimesthe operator is embedded within the fronted phrase. In
wh-lessrelatives, thereisnoevidencefor two distinct elements. Furthermore,
thereisevidenceagainst analyzingthe unexpressdfill er astopric. Unlikethe
fronted wh relative pronoun the unexpressed rel ative pronouncan be used in
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the there construction.®

(420 a *thebookwhich thereise onthetable
b. thebookthat thereise onthetable

We therefore conclude that the unexpressed fill er in the wh-lessrelative
clause has the function OPER. In a sense, this is smilar to the notion of
“empty operator” in derivational theories, with “empty” reinterpreted as
meaning “present in f-structure but not c-structure.” Since this “empty
operator” is a property of the relative dause construction, the most natural
sourcefor it would bethe ID rule that licenses the relative dause.

(43) CP
NP~ NP | P
S

T=1 L 0T apa)

(( oPER PREY = ‘PRJ)

Not surprisingly, infiniti ves (which are CPs) can also berel ative clauses.
However, the detail s are interesting. Note the foll owing.

(44 a ashef[onwhichto pu the books]
b. ashelf [to pu the books on|
c. *ashelf [which to pu books on|

What these examples show isthat an overt wh element ispossble only in the
pied pipingconstruction. From the perspedive of the L FG analysisdevel oped
here, thismeansonly when the TOPIC (if thereisone) isnot identica to OPER.
The Econamy of Expresson pinciple provides away to rule out (c): if the
same f-structure can result from a cstructure with fewer phrasal nodes, the
more complex c-structure isruled out. It appeasthat in infinitival relatives,
unlike finite ones, an “empty operator” can also have the function of ToPIC,

This contrast was noted in apost by Joan Bresnan on 21 March 2000to the LFG List, and
Bresnan’sjudgment matches that of the author of thistextbook There are apparently peoplefor
whom the mntrast does not hold. It is possble that there are idioledal diff erences, and that for
some people the understoodrelativized element is TopIC.
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thusblockingan overt TOPIC. Thiscan beachieved by asociatingan optional
equation with the infinitival complementizer to.

(45 (T OPER) =(T TOPIC)

6.5  Subjectsrevisited

In light of the addition of relative clauses to our analysis of long dstance
dependencies, we nedl to reconsider the “extradion” of matrix suBJs. Our
analysisisthat matrix suBJsreceve abpF in situ. Note how thisappliesto a
relative dause.

(46) a thelibrarian [who pu the book onthe shelf]
b

DP
.
DANP
tl"le NP S
li brz‘arian DP/\VP
wLo

put the book onthe shelf
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© e + C
[(PRED ‘librarian’ C
(NUM  SG C
O [ITYPE  REL I
O %F [PRED ‘PRO'[] s
. B D &
O Fue -
% [(IPRED  ‘put <(T suBJ) (1 oBJ) (1 OBLLOC)>’U[E
0 ENSE  PAST %%
0 (DEF + 0
[ADJ BJ [(PRED ‘ book’[]

O fium sc H

l

0 %’CASE OBL . %
O ] [(DEF  + [0
O BL, [®BJ  [PRED ‘shelf [
% 0 BuvM sc  HJ
i %RED ton (1 oBY)) 5

The DF in the relative dause could be @ther TOPIC or OPER.
However, the OPER/TOPIC of arelative clause can also be identified with
the suBJ when there isa complementizer and norelative pronoun

(47) a thelibrarian that put the book onthe shelf
b. alibrarianto pu the book onthe shelf

On the other hand, in the absence of either a wh relative pronaun or a
complementizer, therelativized element canna be understoodas susJof the
relative dause.

(48) *[ppthelibrarian pu the book onthe shelf]

It therefore seemsplausibleto identify thisability asalexicd property of the
complementizers. In the case of that, the suBJisidentified with OPER (since,
as we saw above, there isno TOPIC in that relatives). With to, on the other
hand, theidentificationmust bewith TOPIC. Thisisbecaisethereisacontrast
between relative clauses andinterrogatives. FOCUS/OPER and SUBJcanna be
identified in an infinitival interrogative.
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(49 *I asked [whoto pu the books on the shelf].

These fadsconcerning suBJs are quite intricae. They clealy show that
suBJ extradionis diff erent from the extradion of other elements. They also
show the need to develop careful detail ed analyses.

Additional readings

As mentioned in the text, Kaplan and Zaenen (1989 originated the analysis of long-distance
dependencies in terms of functional uncertainty. The formal implications are also discussed in
Kaplan and Maxwell (1988&).

The ealier “constituent control” formalism of Kaplan and Bresnan (1982, dthough
superseded by functional uncertainty, wasthe basisfor someealy studiessuch asZaenen (1983
and Falk (1983h. The former discussd syntadic effeds along the extracion peth in some
langueges ; thelatter dedt with the that-traceeff ed, and proposed an analysis which shares some
fedures with the analysis given here.

Discourse functions and structure in Russan are discussed within bath GB and LFG by
King (1995. Empty caegoriesin German are @nsidered in Berman (1997). The restriction o
extradion to suBJ in Tagaog is covered in Kroeger (1993. Bresnan (1998 examines
crosdingustic variationin we& crosver effeds. As noted in the text, the discourse effeds of
the status of the relativized element as Toric were originaly noted by Bresnan and Mchombo
(1989.

Much df the detail in the analysis of English long-distance dependenciesin this chapter is
original, andsome (including the subjed/norsubjed distinction andthe analysisof thethat-trace
effed) is drawn from Falk (2000.

Exercises
1. Explainthe ungrammaticdity of ead of the following:

a. *| think thisbookthat you shoud rea.
(cf. V1 think that this book youshoud read.)

b. *What do youthink | read the book?
¢. *Who dd you cny the daim that | saw e?
d. *Thisbook [that he read €] is most surprising.

e. *What did he buy the newspaper [after he de €]?
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f. *[pp ashelf onwhich for youto pu the booK
(cf. vashelf for youto pu the book o)

2. Theanalysisof the English possessve’shasalwaysbeen aproblem. The
traditional analysistredsit asaninfledional morpheme (aCase marker).
However, it doesnat always appea onthe ostensibly genitive noun For
example, in a DP like a friend of my wife's daugher (meaning ‘the
daughter of afriend d my wife'), the nounthat “shoud” be genitiveis
friend. An alternative analysis would be to tred 's as a syntadic head
which takesa DP complement. However, headsin Engli sh preceale their
complements, and 's follows its ostensible complement. In LFG, the
Lexicd Integrity Principle forces an analysis of 's as an affix (i.e. the
more traditional analysis). Show how inside-out functional uncertainty
can be used to overcome the problems with this analysis.
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Anaphaa

7.1 Overview

We turn now to the theory of anaphara, the equivalent of the “Binding
Theory” of Government/Binding. In some versions of transformational
theory, Binding Theory is centra becaise it relates not only to adua
anaphaic relations, but also to movement constructions. In LFG, Binding
theory is not neaded for regulating the operation of movement. But, of
course, any theory needsto be ale to acmurt for the fads of anaphara.

The conventional bindingtheory dividesanapharic NPs(or DPs) intotwo
groups: reflexives'redprocas and pronours. These two types of anaphaic
elements are generally in complementary distribution, and many theories of
anaphaatrea this bifurcation as central. In GB and MP, thisis taken even
further. The ideais that reflexives and redprocds are dements that are
grammaticaly assgned an antecedent, whil epronoursarenat. Consequently,
the term anaphor is used in GB with the restricted meaning of “reflex-
ivelredprocd,” and gronours are excluded from the dassof anaphas.

A secondclaim of the conventional approach to anapharain structural/
derivational theories is the centrality of the notion c-command.* The one
condtionthat a grammaticd antecedent (binder) must med is c-command;
not even linear precealence is remgnized as a mndtion on anaphaic
relations.

As we will seein this chapter, bath of these asumptions are open to
guestion. The LFG approadc to anaphararejeds bath of them in favor of an
approach that islexicd (in that properties of anaphaic dements are lexicd
properties) and functional (in that anapharic relations are defined in terms of

A c-structure node A c-commands a cstructure node B iff the first branching node
dominating A also daminates B.

169
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f-structure properties).

7.2 Prominence

We will begin by considering the c-command restriction of conventional
theories of anaphora, which we state informally.

Q) A binds B iff A and B are coindexed and A ¢c-commands B.

The fundamental ideabehind the c-command restriction isthat an antecedent
has to be more prominent than the anaphor, in some sense. C-commandis a
hypothesis as to the nature of this prominence. The question iswhether it is
the right concept. We will attempt to answer that question by looking at the
evidence for prominence conditions.

First, it has been known for a long time that there is a precedence
condition on anaphora. Although thisis clearer in some other languages, it
can also be seen in English. Note the following contrast:

2 a.  Joan spoke [to Ron] [about himself]].
b. *Joan spoke [about himself] [to Ron].

Under the simplest assumptions about c-structure, which we have adopted,
the two PPs are sister nodes, both immediately dominated by the same VP
node.

) S
/\
NP VP
Jo‘an V PP PP
spoke P NP P NP

to Ron about himself

The PPs thus mutually c-command each other, and neither NP c-commands
the other. The ordering constraint cannot be derived from c-command in
terms of either the NPsor the PPs. Of course, more complex c-structures can
be proposed for such sentences. For example, if one limits c-structures to
binary branching structures, the outermost PP might be adjoined to the VP
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node. However, this would also give us the wrong result, as the later PP
would then asymmetricdly c-command the ealier PP

We conclude, then, that one aspead of prominencerelevant for thetheory
of anapharais linea precedence While one is aways freeto represent the
relation of linea precedence in terms of a tree structure that resembles
congtituent structure, as is metimes dore, and then identify linea
precalence with asymmetricd c-command, the fad remains that what is
beingmodeled islinea order, andthat it islinea order that isrelevant here.
In LFG, linea order is modeled as a relation ketween c-structure nodes,
represented graphicdly as left-to-right positioning, or asarelation between
f-structure elements based on this left-to-right c-structure positioning
(f-precadence). Since anaphaic elements are represented as such at
f-structure, we will statethe condtionintermsof f-precedence However, as
we have arealy discussd, f-precalence is the f-structure projedion of a
c-structure relation.

4 Linear Precedence Condition on Anaphora
A bindsB iff A andB are windexed and A f-precales B.

Inatheory inwhich linea precedenceisrepresented in terms of asymmetric
c-command at some level of “linear precedence structure”, this condtion
would take on the superficial appeaance of the ccommand condtion.
However, thiswould na be ccommand in the sense of c-structure.

There are other dimensions of prominence as well. Compare the
sentences above with the foll owing.

(5) *Joan spoke [abou Ron] [to himself].

This sentence is ungammaticd even though the intended antecedent
preceles the anaphar. Identifying the relevant dimension turns out to be
somewhat more compli cated, however. Again, it clealy isnat c-command.
However, the literature on anaphara has cited both thematic (Jackenddf
1972 andfunctional (Bresnan 2000 dimensions.

(6) a. Thematic Hierarchy Condition on Anaphora
A binds B iff A and B are coindexed and A ishigher than B on
the thematic hierarchy.
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b. Relational Hierarchy Condition on Anaphora
A binds B iff A and B are coindexed and A is higher than B on
the relational hierarchy.

The distinction between the two hierarchies is (hopefully) ultimately an
empirical question. The problem isthat it is hard to tease apart because (by
virtue of the nature of linking, LMT or its equivalent in other theories) the
hierarchiesusually coincide. Casesthat seem to argue for oneor the other can
be reanalyzed. For example, our sample sentence seems to be an argument
for a thematic hierarchy condition, since both arguments are OBL,. But it
could also be taken as evidence that not all membersof the oBL, family share
the same position on the relational hierarchy. Conversely, consider:

@) a. We sold the dave to himself.
b. *We sold himself to the dave.
c. We sold the slave himself .2
d. *We sold himself the dave.

In the version with the PP, the 0BJ (Theme) can bind the OBL 4, (Goal) but
not conversely. In the ditransitive case, the oBJ (Goal) can bind the 0By,
(Theme) but not conversely. Thislooks like a situation where grammatical
functions are relevant. However, our analysis of the ditransitive alternation
hypothesizesadifferencein thethematic roles: the Goal isalso aBeneficiary
in the ditransitive, thus outranking the Theme.

Theclearest casesthat show that grammatical functionsmust play arole
are ones like the following.

(8) a. Thederivationalist contradicted himself.
b. *Himself was contradicted by the derivationalist.

Thiscontrast distinguishesthetwo hierarchies. Thematicrolescannot explain
thedifference, sincein both casesthe derivationalist isthe Agent and himsel f
is the Patient. On the other hand, the relational hierarchy predicts the
contrast, since suBJ can bind OBJ but ADJ (or OBL,,) cannot bind SUBJ.
Interestingly, the c-command conditionwoul d also achievethecorrect results

*Thissentence also has an irrelevant reading with himself functioning as an intensifier. The
intended reading is the one where himself is the Theme.
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in English. However, smilar factshold inlanguageswith different configura-
tional propertiesfrom English; sincegrammatical functionsare moreuniform
acrosslanguages, thiscontrast should be attributed to therel ational hierarchy
of grammatical functions.

The kind of prominence relevant for anaphora thus seems to be defined
independently at three distinct levels of representation:

e c-sructure?® (f-)precedence
e f-structure: relational hierarchy
e adructure:* thematic hierarchy

We define a cross-level notion of rank.

(9) a. A outranksB at c-structure iff A (f-)precedes B.
b. A outranksB at f-structureiff, for some C containing B, A and
Careinthesamelocal f-structureand A ishigher than C onthe
relational hierarchy.®

*Thestatement of the linear precedence condition, whichweare now restating asc-structure
rank, in terms of f-precedence rather than directly in terms of (c-)precedenceis, as noted above,
aformal matter, theresult of thefact that anaphors are represented as such at f-structure. Weleave
open the possibility that rank may be used in other situations where direct c-structure precedence
is enough, and thus define c-structure rank to include both precedence and f-precedence.

Notealso that a-structure prominenceisal so represented in derivativefashion at f-structure,
in the PrRep value of the verb. Thus all three kinds of prominence, even though they represent
prominence at different levels, are accessible at f-structure. This is a result of the projection
architecture of LFG.

“We are assuming here that thematic prominence is defined (or at least checked) at the
(syntactic) level of a-structure rather than the semantic/conceptua level we are modeling
informally as 6-structure. While we have no direct evidence for this(and it isunclear what would
constitute direct evidence), it is interesting to note that while relative position on the thematic
hierarchy isrelevant for anaphora, actual thematic role is not. Since a-structure is organized by
relativehierarchical position and 6-structureby actual thematicroles(or conceptual relations), this
may be indirect evidence for the relevance of a-structure.

5This definition follows Bresnan (2000)



174 | LEXICAL-FUNCTIONAL GRAMMAR

c. A outranks B at a-structure iff A is higher than B on the
thematic hierarchy.

d. A outranksB iff A outranks B at one or more levels of repre-
sentation, as pedfied onalanguage-spedfic basis.

e. AbindsB iff A andB are mindexed and A outranks B.

In English, f-structure rank is of greaest importance The effeds of the
thematic hierarchy and linea order are only visible in a small set of cases
invaving two elements with ggammaticd function d identicd rank.

This sensitivity to rank at different levels of representation is to be
expeded in a paralel structure theory like LFG. To the extent that it is
justified onempiricd grounds, it is evidence for a parall el structure theory.
The GB attempt to reduce rank to c-command is empiricdly deficient.

We have found no eel for the concept of c-command in ou theory of
anaphaa. The job of c-command is taken by rank, which is empiricdly
superior. However, there is no reason in principle to banish c-command;
empiricd evidencefor c-command could be easily acoommodated by LFG.

7.3  Typesof anaphors
7.3.1 English

The other assumption d conventional binding theories is the bifurcation of
anaphaic elementsinto reflexives/redprocds and pronours. Related to this
istheideathat only reflexives/reaprocds are anaphas. In LFG, reflexives,
redprocds, and pronours are dl anaphors; they are al elements with
syntadic requirements on what can antecede them.

The bifurcaion of anapharsinto two classes has some intuitive apped
with languages like English. We will begin by asaimingit to be esentially
corred, and determine the nature of binding condtions for English. As a
preliminary charaderizaion, we state Condtions A and B as foll ows.

(100 A: Reflexivesandreaprocdsmust be boundlocaly.
B: Pronours must be freelocdly.

Where bindingtheoriesdiffer isin the charaderizationof “locdly.” The
most common charaderizationisbased onargument functions. For example,
Chomsky (1986 defines it in terms of “complete functional complex,” a
pieceof structure in which all arguments seleded by the head predicae ae
spedfied. In LFG, the natural level at which to speafy such asegment of the
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sentenceisf-structure. It is cdled (clause) nucleus.

(1) A (clause) nucleus is the subpart of an f-structure cnsisting d a
PRED fedure and all the agument functionsit seleds.

We can restate binding condtions A and B in terms of the concept of
nucleus.

(120 A: Areflexiveor redprocad must be boundinthe minimal nucleus
containingit.
B: A pronounmust be freein the minimal nucleus containing it.

Consider the following examples. The elements of the minimal nucleus
containing the anaphar are bolded.

(13) a Thedinosaur, scared hmself/*him.,.
b.

% (DEF  + O E
(PRED  ‘dinosaur’'

Y% Quv  se O C

U ENDEX i =] C

%ENSE PAST E

[PRED ‘scare <(T suBJ) (1 OBJ)>' C

. [(PRED ‘PRO’

0 (WUM  SG

%)BJ [GEND MASC

0 [PRON VREFL / * PERS
5 BNDEX i

c. The antecedent outranks the anapha (at al levels) and is
located within the minimal nucleus containing the anaphar.

(14 a Himsaf/*him,, the dinosaur, scared.
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b. O [PRED ‘PRO’ s
O NUM  SG e
[focus [GEND MASC
B [PRON  V/REFL / * PERS

NDEX i

g d i
0 [DEF + O C
[Qugy PRED dinosaur’[J C
0] hUM  SG O C
O BINDEX i = C
(JENSE  PAST C
%RED ‘scare (1 suBy) (1 0B

foB £

¢. The anapha isthe value of both Focus and 0BJ. AsOBJ, it is
outranked by itsantecedent andthe antecedent islocated within
the minimal nucleus containing the anaphar.

(15 a Thedinosaur, believesthat he/*himself, scared the hamster.
b. T [DEF  + ]
PRED ‘dinosaur’

SuBJ NUM  SG
INDEX i
TENSE PRES
PRED ‘beIieve<(T susj) (T COMP)>’
[TYPE  DECL ]
PRED ‘PRO
NUM  SG
SUBJ GEND MASC
PRON « PERS/*REFL
| INDEX i
COMP | TENSE PAST

PRED ‘scare<(T susy) (T OBJ)>’

[ DEF +
PRED ‘hamster
oBJ NUM  SG
INDEX

c. The antecedent is outside the minimal nucleus containi ng the
anaphor. The anaphor is therefore free in its minimal nucleus
and must be realized as a personal pronoun, not a reflexive.
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(16) a The dinosaur; believes himself/*him, to have scaredthe

hamster.
b [DEF  + ]
PRED ‘dinosaur’
SUBJ NUM  SG
INDEX 7

TENSE PRES
PRED beIieve<(T susy) (T xcomp)> (T oBJ)

PRED PRO
NUM  SG
0OBJ GEND MASC
PRON  REFL/*PERS
INDEX i
TYPE DECL
SUB
TENSE PAST
PRED ‘scare<(T susj) (T OBJ)>’
XCOMP
DEF +
PRED ‘hamster’
©OBJ NUM  SG
INDEX j

c. The anaphor is both suBJ and 0By, in different nuclei. Both
nuclei are marked (the lower/inner one is italicized). The
intended antecedent is in the same nucleus as the oBJ, and
outranks it. For thisreason, the anaphar is areflexive.

Because the nucleus defines the binding domain for reflexives and red pro-
cds, they can be cdled nuclear anaphars, while personal pronours can be
cdled nonnuclear.

Our binding condtions predict complete complementary distribution.
However, thisis not quite right. Note the foll owing.

(177 a Kirk and Picard admire their officers.
b. Kirk and Picard admire eat ather's officers.

Here we seea pronounand aredprocd in the same position, contrary to the
prediction d complementarity. Note the f-structure.
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(18 [susj [ Kirk and Picard ]
TENSE PRES

PRED ‘admire<(T susy) (T OBJ)>’
DEF +
POSS [PR:ED Plz?d]
0BJ : :

PRED ‘officer - of <(T POSY >
NUM  PL

Again, we have bdded the minimal nucleus containing the anaphar. This
makes it clea that the antecadent is outside the minimal nucleus, and the
anapha is therefore free within its minimal nucleus. Our binding theory
therefore predictsthat only anonniclea anapha shoudd begrammaticd. The
key seamsto be that this nucleus differs from otherswe have seenin lading
the function suBJ. It has been hypdhesized that the nucleus relevant for the
binding of nuclea anaphars must contain a suBJ. A (clause) nucleus that
containsasuBJiscdled acomplete (clause) nucleus. Werevise our binding
condtionsacardingly.

(199 A: A nuclea anapha (reflexive or redprocd) must be boundin
the minimal complete nucleus containingit.
B: A nonnulea anapha (personal pronour) must be freein the
minimal nucleus containingit.

It is this asymmetry between condtions A and B that acwmounts for the
contrast.

Thisis still not al there is to anaphara in English. Dalrymple (1993
discusses more complex cases. First, note that we have said nathing abou
picture NPs, which tendto pase problemsfor al theories of anaphara. It has
been argued by some, including Pollard and Sag (1994 in HPSG and
Dalrymple in LFG, that reflexives in picture NPs are governed nat by
syntadic condtions but by discourse condtions. Other uses (“logophaic”
reflexives, “intensive” reflexives) area so governed by discourse condtions.
In general, anapharaseensto be governed not only by condtions at f-struc-
ture, a-structure, and c-structure, but also at information structure. We will
not pursue this further here, however. Instead we will continue to focus on
f-structure.
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7.3.2  Other languages

The major problem with the standard hinding theory, uponwhich we based
the discussonin the previous sedion, is that the bifurcaioninto reflexives/
redprocasandpersonal pronoursistoorestrictive crosdingusticdly. Many
languageshave anapharic elementswhose propertiescanna be charaderized
intermsof thiscategorization. Wetherefore must rejed it, aswerejeded the
hypahesis that the c-command relationis central to anaphara. The material
in this £dionis drawn from the seminal work of Dalrymple (1993.

We begin with informal charaderizaions of the properties of anaphars
in threelndo-European languages: English (based onthe previous dion),
Marathi (an Indiclanguage spoken primarily in Maharashtrastate, India), and
Norwegian (a Northern Germanic language, spoken primarily in Norway).

(200 a Engish:
he—(pronoun may na be boundin the minimal nucleus.
himself—(reflexive) must be boundin the minimal complete
nucleus

b. Marathi

to—(pronoun may not be boundto a coargument (i.e. within
its minimal nucleus).

swataah—(“locd reflexive”) two daeds:
emust be boundby asusJinthe minimal complete nucleus.
emust be bound bya suBJin the minimal finite dause.

aapan—(“long-distance reflexive”) must be bound bysome-
thing that is not a cargument (i.e. not in the minimal
nucleus). The binder must also be the most prominent
element in its a-structure; i.e. 6 or “logicd subjed.”

c. Norwegian
ham—(pronoun may not be boundwithin its minimal nucleus
seg—(“long-distance reflexive”) must be bound by a suBJ
within the minimal finite clause but not within its minimal
nucleus.®
seg selv—must be boundby a suBJwithin its minimal nucleus.

SThereisalso an intransitivizing (“Iexicd reflexive”) use of seg. Thisisirrelevant.



180/ LEXICAL-FUNCTIONAL GRAMMAR

ham selv—must be boundby a nonsuBJ within the minimal
complete nucleus.

sin—(possessve reflexive) must be boundby asuBJwithinthe
minimal finite dause.

hans—(possesdve pronaminal) may not be bound bythe next
higher suBJ (i.e. asuBJinthe minimal complete nucleus).

hverandre—(redprocd) must be boundin minimal complete
nucleus.

Thisarray of fads makesit clea that asmple reflexive/pronounbifurcation
is empiricdly inadequate. Note espedally Norwegian, which has sven
distinct types of anaphars.

The conclusion that Dalrymple draws from these fads is that the
properties of anaphas are lexicd properties. Each anapha is lexicdly
marked, not with feaures like GB’s [tanapharic] and [+pronominal], but
with a more detailed spedfication of coreferential posshilities. This
spedficaion takes the form of two types of constraints: domain constraints
(where the antecedent can be relative to the anapha) and antecedent
constraints (antecedent must/must not be a suBJ). Constraints can be paositive
or negative. The array of anapharic properties above shows that the domain
can be dharaderized in terms of nuclei (i.e. the feaure PRED), complete
nuclei (PREDS containing the function suBJ), and the feaure TENSE.

Dalrymple caegorizes the following passhble ondtions:

(21)  Antecelent condtions

a. Subed Binding Condtion—the anapha must be bound bya
SUBJ.

b. Subjed DigointnessCondti on—the anapha may not be bound
by a suBJ.

€. GF Binding Condtion-the anapha must be boundby some
element, unrestricted in terms of GF.

d. GF DigointnessCondtion—the anapha may not be boundby
any element (i.e. beaing any GF).

(220  Domain condtions
a. Coargument Binding Conditi on—the anapha must be boundto
an element in the minimal nucleus containingit.
b. Coargument DigointnessCondtion—the anapha may not be
boundto an element in the minimal nucleus containing it.
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Minima Complete Nucleus Binding Condtion—the anaphar
must be boundto an element in the minimal complete
nucleus containing it.

Minimal Complete Nucleus Digointness Condtion— the
anapha may not be boundto an element in the minimal
complete nucleus containing it.

Minimal Finite Domain Binding Condti on—the anaphar must
be boundto an element in the minimal f-structure contain-
ingit that includes the atribute TENSE.

Minimal Finite Domain Digjointness Condtion—the anaphar
may nat be boundto an element inthe minimal f-structure
containing it that includes the dtribute TENSE.

Roat S Binding Condti on—the anapha must be boundby some
element in the sentence.

Roat S DigointnessCondti on—the anapha may not be bound
by some dement in the sentence

The anaphas of English and Marathi can be spedfied in terms of these

constraints.
a. Engish:

(23

he—(pronour) GF Digointness Condtion + Coargument
DigointnessCondition

himself—(reflexive) GF Binding Condtion + Minimal Com-
plete Nucleus Binding Condtion

Marathi
to—(pronoun) GF Digointness Condtion + Coargument
DigjointnessCondition.
swataah—("locd reflexive”) two daeds:
*SUBJ Binding Condtion + Minima Complete Nucleus
Binding Condtion.
*SUBJ Binding Condtion+ Minimal Finite Domain Bind-
ing Condtion.
aapan—(“long-distance reflexive”) GrF Binding Condtion +
Root S Binding Condtion + Coargument Digointness
Condition + a-structure condti onrestricting antecedent to
0.

This system of constraints is more complex than the mnventional
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binding theory. However, it isaso empirically more adequate. As noted at
the beginning of this chapter, this account islexical and functional.

7.4 Formalization

If the properties of anaphors are lexically specified, this specification must
take the form of a functional equation in the lexical entry of the anaphor.
From the anaphor, we have to go outward to find the f-structure containing
the antecedent. Since we have to go outward, an inside-out equation is
required. Since the distance is potentially infinite, an inside-out functional
uncertainty equation is required. Once we have reached the function
containing the antecedent, an outside-in path of length 1 is required to
actually get the antecedent. Schematically, the specification of a possible
antecedent is:

(24)  ((PathOut 1) Pathin)
where PathOut is a functional uncertainty expression and Pathinis
asingle GF specification.

As we have seen, Pathin is universally limited to being either suBJ or
(unspecified) GF. PathOut is GF*.

To further develop this formal approach to anaphora, |et us consider a
concrete example, one involving the English reflexive himself.

(25) Aesop said that Grimm told Andersen a story about himself.
In this sentence, himself can be coreferential with either Grimmor Andersen,

but not with Aesop. Consider the f-structure of thissentence, with the various
inside-out paths from the anaphor designated as shown.
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(20 Tsugy [ Aesop’] ]
TENSE PAST
PRED ‘say<(T susy) (T COMP)>’
[TYPE DECL ]
SuBJ [ Grimm’]
TENSE  PAST
PRED  ‘tell <(T susJ) (T osy) (T OBJTheme)>’
OBJ [ Anderseti]
COMP [ DEF - ]
PRED ‘story<(T OBLaboutOBJ)>’
NUM SG
0BJ
Theme PCASE  OBL 0
OBLanout | gy PRED PI:?O]
(o) 1)

L(OBLyoy ©OBI 1)
L(OBJeme  OBLgow ©OBJ 1)
L(COMP  OBJrene  OBlgoe ©OBJ 1)

Eadhinside out designator refersto the subsidiary f-structure the left bradket
of which is shown bythe symbad “._".

Each of these insde-out paths (the PathOut of the schema owe)
represents a potential domain within with himself might be able to find an
antecealent, what we might cal aDomain Path. If all were adually possble,
the lexicd spedfication for the antecedent of himself would be simply:

27  ((cF* 1M GR

However, thelongest of these paths representsan ungammaticd domain for
the antecealent of himself. Thisis becaise the anteceadent of himself must be
within the minimal complete nucleus containing himself. In other words, the
problem is that the f-structure which is the value of the function comp
contains the dtribute SUBJ. It isimportant to nde that thisis different from
idandsinlongdistancedependencies. I andsare generall y dueto constraints
on functions on the path itself. With anaphara, the mnstraints do nat relate
to which attributes can appea on the path; instead, they are off-path
constraints. After the GF of the anaphar itself, ead step alongthe path must
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be dhedked to ensure that the value of the GF named does nat itself contain
the attribute suBJ. Similarly, if the restriction had been “minimal nucleus”
instead of “minimal complete nucleus,” the attribute PRED would haveto be
chedked for. The natation for these off- path constraints, which apply to all
but the innermost function (the function d the anapha), is:

(28) = (- ATTRIB)

Thisisread “doesnat include the attribute ATTRIB”. So thelexicd spedfica

tion for the English reflexive will be;

@9« er*  oF1) ermDbEx) = (T INDEX)
= (> suB))

Thisisaformal spedficaion d Principle A, or of a combination of the GF
Binding Condtion and the Minima Complete Nucleus Binding Condtion.
It requires the reflexive to share an INDEX with something higher, aslongas
the path does not crosssomething with a suBJ. What is not included is the
notion that the antecedent must outrank the anaphar, which we will assume
is an independent condtion onthe instantiation d anapharic equations.
English (nonniclea) personal pronours will have anegative spedfica
tion, preventing them from sharingan INDEX with any outranking element in
their minimal nucleus.
(30) « GF* GF T) erINDEX) # (T INDEX)
- (- PRED)

Thislexicd spedfication corredly alows a pronown to be mindexed with
something ouside the minimal nucleus or with nahing at all.

Thisformalism also all ows us to spedfy lexicd entries for the Marathi
anaphas considered ealier.

(3) a to—(pronoun
« GF* GF T) erINDEX) # (T INDEX)
- (- PRED)
b. swataah—(“locd reflexive”; complete nucleus dialed)

(( oF* c&FT)suBiinbeEx) = (T INDEX)
- (- suBj)
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c. swataah—("locd reflexive”; finite domain daed)

( ofF*  cFT)suiinbex) = (T INDEX)
= (- TENSE)

d. aapan—(“longdistancereflexive”)’
(( oF* GFT)crinDEx) # (T INDEX)
-~ (- PRED)
((GF* 1) y(8) INDEX) = (T INDEX)

75 On INDEX

We have been following a long tradition in generative syntax in treating
referential nominalsas having afeature (or feature structure) called anindex,
which is a representation of its referentiality. Thisis the approach taken in
Government/Binding theory (where theindex isan arbitrary label annotated
tothe DP) and in HPSG (where INDEX isafeature structure which is part of
SYNSEM|CONTENT). We have formalized this by treating INDEX as an
f-structure attribute.

There is a certain improbability to this approach. Anaphora is about
referential relations. Since reference isnot part of syntax, it would need to be
shown that referentiality isrepresented syntactically. In atheory based onthe
concept of parallel corresponding structures, there is no reason to reject a
theory in which syntax constrains representations at some other level.

The alternative, then, is that Binding Theory is a theory of syntactic
constraints on the representation of reference and coreference, presumably a
representation of meaning (semantics) or discourse (pragmaticsinformation
structure). Thisisthe approach taken in the Minimalist Program (Chomsky
1995), for example. In LFG, thiscould be realized in terms of a projection of
f-structure: thereferential structure that resultsfrom applying some mapping
function p to f-structure. Using a subscripted p to indicate the referential
projection, wewould replace our anaphoric equationsin terms of INDEX with
ones expressed in terms of the projection.

(320 a ((PathOut GF T) Pathln INDEX) = (T INDEX)
b. ((PathOut GF T) Pathin), =T,

"Wecdl the a-structureto f-structure mappingy, so “v(6)” means*“the Gr correspondngto
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Thisisthe approach taken by Dalrymple(1993), whoidentifiesthereferential
projection with alevel of semantic structure, the o projection.

This alternative approach deals with coreference directly instead of
filtering it through asyntactic construct of indices. A thorough analysisalong
theselines would require atheory of referentiality and a more detailed view
of the projection architecture of LFG. Given the scope of this textbook, we
are using the simpler account in terms of indices. However, an account in
terms of a nonsyntactic level of representation is preferable.

7.6 Anaphoraand levels of representation

Anaphora confirms the correctness of the parallel architecture of LFG. The
establishment of an anaphoric relationship between two elements involves
identifying two elements at f-structure as being identical at referential/
semantic structure on the basisof properti esdefined independently at f-struc-
ture, c-structure, a-structure, and (if we take other uses of reflexives into
account) information structure. It is striking to what extent a purely
c-structural theory of anaphora has to propose otherwise unjustified
constituenciesin order to reduce the different notions of rank to c-command;
aperusal of arguments for c-structure configurationsin GB and MP reveals
that many of them rest on the need to establish c-command for anaphora (or
other types of binding, such as quantification).

It isimportant to note that this sensitivity of a construction to independ-
ent properties at distinct levels of representation is more than just consistent
with LFG. The architecture of LFG predicts that linguistic constructions
should have this property. Any construction will, of necessity, have
representations at each of the autonomous levels posited by the parallel
architecture; it isreasonabl e to expect that several of theselevelswill impose
itsown requirements. Theinteraction ispredicted (and made possible) by the
projection architecture.

Additional readings

The basic concepts of the LFG theory of anaphora, such as nucleus, originate in early work on
anaphora, summarized in Sells (1985). The formal analysis given here is, as noted in the text,
taken from Dalrymple (1993). Theideathat the analysis of anaphorainvolves relating elements
at distinct levels goes back at least to Jackendoff (1972), whose theory of anaphora involved
c-structure, referential structure, and 6-structure.

Thetypology of reflexivesis discussed in Bresnan (2000)., where nuclear, subjective, and
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logophaicreflexivesarediscussed. Bresnan a so hasreferencesto studiesonanaphaainvarious
langueges.

Exercises

1. A PPcomplement to averb canfill an argument positionin one of three
ways.

® The PPcan be an xcomp argument of the verb. As discussed by
Bresnan (2000, thisismost commonly the case with semi-idiomatic
expresgons like at odds with, in love with, in awe of. (For the
purpose of this exercise, you can consider these to be single
complex lexicd items, with transitive lexicd forms).

® The PPcan be an 0BL, argument of the verb. Locdive arguments
are most frequently of thiskind.

e The objed of the prepasition can be the agument of the verb
(beaing the function 0BL, OBJ vis-a&-vis the verb). When only ore
prepasitionisposshblein the complement to the verb, it isgenerally
an indicaion that the prepasition is not a meaningful argument-
taking item but smply a Case marker.

Show how LFG'’ stheory of anaphara explains the diff erent behavior of
the objeds in eat of these three types of PPs. They are exemplified
below.

0] Max; kept the computer at odds with him/*himself;,.
(i) Max; put the computer nea him/himself,.
(iii) Max; gave a omputer to hmself/*him,.

2. Charaderizethe Norwegian anaphars described in this chapter in terms
of domain and antecedent conditions and in terms of anapharic equa-
tions.
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8

Conclusion

81 Summary

In this book we have outlined the comporents of the theory of Lexicd-
Functional Grammar, and we have seen that there ae reasonsto prefer it to
derivational and c-structural theories of syntax. We have seen the cantrality
of grammaticd functions to the workings of syntax and the nonrecessty of
derivational operations.

The view of syntax that emerges from LFG is at once similar to and
different from the conventional transformationalist view. This is because
while LFG rejeds the formal medhanisms of derivational theories it often
managesto cgpture the basic insightsreated by eali er researchers. Most of
the analyses we have discussed are of this nature, building onealier work
rather than rejeding it completely.

On the other hand, LFG rejeds many of the conclusions that ealier
generative reseachers have reached concerning the nature of Universa
Grammar. Many such conclusions, such as the idea that grammaticd
functions can be represented structurally, were based on a typoogicdly
impowverished base of languages. These models of Universal Grammar are
often claimed to be more “explanatory” than models like LFG. However, it
is important to redize that one canna explain phenomena withou an
adequate description.

Generative linguistics faces an important challenge. By pladng the
seach for lingustic universals (and thus Universal Grammar) at the center
of itsconcerns, it makesabald claim that all languages share acertain degree
of lingugtic (and particularly syntadic) structure. Theories of generative
syntax must thus be &leto analyze ay language in the world.

LFG, asagenerativetheory, facesthe same chall enge asother generative
theories. If anything, the challenge to LFG isgreaer than that to some other
theories, because one of the basic arguments for LFG's parallel structure

189
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architedureincludingadired representation of grammatica functionsisthe
inabilit y of c-structural theoriesto ac@urt for nonconfigurational languages
like Warlpiri and Wambaya. This isatypoogicd argument. It is therefore
important for LFG to show that it istypdogicdly plausible in other redms.
Reseachersin LFG have been very aware of this challenge, and have
studied many typoogicdly diverse languages. Among the languages that
have been studied in LFG are Walpiri, Wambaya, Navgjo, Plains Creeg
Greenlandic (Inuit), Welsh, Irish, German, Dutch, West Flemish, Icdandic,
Norwegian, Finnish, Rusdan, Serbo-Croatian, Chichewa, Ewe, Moroccan
Arabic, Malayalam, Hindi-Urdu, Japanese, and, of course, Engli sh (li st from
Bresnan 2000. Many of the concepts discussed in this book developed as a
result of problems raised by a construction in some language for an ealier
formulation. At the same time, the formalism of LFG has not changed
significantly sinceit wasfirst introduced in Kaplan and Bresnan (1982, thus
proving itself to have been adaptable to awide variety of languages.

8.2 LFG and other constraint-based theories

LFG shares the distinction of being a constraint-based theory with ather
frameworks, most notably Head-driven Phrase Structure Grammar and
Construction Grammar. Naturally, there are many points of contad between
L FG and these other frameworks, which are in some sense variationsonthe
same theme. However, there are aso differences between them. In this
sedion, we will briefly discuss ®me diff erences between LFG and HPSG.

Perhaps the biggest difference between LFG and HPSG is the LFG
notion of parallel representations. In HPSG, all linguistic information about
a lingustic element (phondogicd, structural, functional, semantic, prag-
matic) is located in a single AVM cdled a sign. HPSG thus makes the
implicit claim that all li nguistic structure is of the same type. LFG, onthe
other hand, treds different dimensions of lingustic structure & having
different formal properties.

Grammaticd functions play a major role in LFG, as we have seen. In
HPSG, whil e they are recognized in some sense, they do nd play the same
central role. For example, long distance dependencies are analyzed by
passnginformationabout the fill er down throughthe signto the phrase with
the gap. Thispassngof informationis based onsyntadic caegory; thereis
no functional comporent. Argumenthoodis based more on category than
function, with argument function status derived from the ARG-ST (“argu-
ment structure”) list. Relative prominence for such principles as Binding



CoNcLUsION / 191

Theory is based puely onthe ARG-ST list.

On the other hand, in HPSG much of the descriptive power liesin the
nation d afedure system. Feaure structures belongto types and subtypes,
which identify diff erent constructionsandword classs. In LFG, onthe other
hand, feaures are limited to the role of one kind d attribute in f-structure,?
withou the rich structure to the system that HPSG posits.

LFG shares with other constraint-based theories a certain basic set of
assumptionsabou lingustic structure, but it isimportant to keepinmindthat
the different theories are not notational variants of ead aher. It isto be
hoped that further research will helpto pinpant the strengthsandweeknesses
of ead approach.

83  Optimality Theory

Ancther line of reseach which is“constraint-based,” but in adifferent way,
is Optimality Theory (OT). OT claimsthat Universal Grammar consistsof a
set of constraintsonstructures, andthat grammaticality is determined by how
well a structure obeys the mnstraints. Sincethe cnstraints can contradict
ead other, no structure meets al of them. OT posits a languege-spedfic
ranking of the constraints;, a grammaticd structure is one whose highest
constraint violationisfarther down onthisrankingthan potential competing
structures. OT has proven to be most promising in providing generative
grammar with atheory of markedness traditionally aproblem for generative
theories. Many reseachersin LFG have examined the posshility of ahybrid
LFG/ OT, inwhichthe parall el levelsof LFG are governed by OT constraints
and constraint interadion.

OT's view of constraints is particularly well suited to LFG's parallel
architedure. Theexistenceof autonamous level sof representation, eadwith
its own constraints, can easlly leal to corflicting constraints. LFG treds
certain types of lingustic variation as the result of differentia ranking o
constraintsat diff erent levels. One example of thisisthe nation of rankinthe
theory of anaphara: the anteceadent of an anaphar must outrank the anaphar,
but rank is defined at several levels of representation. Different languages
give different importance to ead of these levels. OT (and, in particular,

Y will not take aposition onwhat HPSG's ARG-ST list correspondsto in LFG; it shares
certain properties with a-structure and with f-structure.

2and, to some extent, in c-structure, such as categorial feaures.
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LFG/QOT) thus provides an interesting alternative to the popuar notion o
parameters in acourting for lingustic variation.

Inthistextbook we have not discussed LFG/OT. Todoso would require
aseparate expositionof the principlesandformalisms of OT. In addition, the
exad nature of the fit between OT and LFG is nat entirely clea yet, nor is
OT inits current form universally recogrized by paditioners of LFG asa
useful todl.

8.4 Formalism vs. functionalism

Contemporary approades to the study of language tend to be clasdfied as
being either “formalist” or “functionalist”. Formalist approaches trea
language as having a formal structure, charaderized by rules which relate
spedficdly to language. Syntax is generally taken by formalist approaches
to be autonamous, and to have a catral placein the lingustic system.
Explanation is taken to be based on “internal” formal properties of the
syntadic system and syntadic representations. Functionali st approaches, on
the other hand, see syntadic patterns as the result of the communicative
functions of the various constructions; syntax is either norautonamous or
norexistent in such approaches. Explanationisthus“externa” to the syntax.

This bifurcation, althoughubiquitous, is artificial. Detail ed analysis of
innumerable constructions shows that formal syntadic todsarerequired for
the description of language. On the other hand, these @nstructions have
communicaive functions which must also be part of the linguistic descrip-
tion. The properties of lingustic constructionsare thusmost sensibly aresult
of bath internal and external properties. The (primarily) sociologicdly
induced dstinction between the two types of theories leals functionali sts to
propese forced functional acwmurts of constituency and gammeaticd
functionsand formali ststo represent diff erent communicative functionswith
diff erent c-structure wnfigurations.

LFG provides a way to bridge this gap. LFG, like dl varieties of
generative grammar, is aformali st theory. Aswe have seen, LFG syntax has
arich formal language-internal structure, of the kind we would exped from
aformal theory. However, the paralel, projedion-based architedure cdls
into question two elements of a typicd formalist theory: the aitonamy of
syntax and the reliance on internal explanation.

It is difficult to charaderize syntax (or anything else) in LFG as
autonamous or noraeutonamous. As we have seen, the architedure of the
theory posits the syntadic modues as being governed by modue-internal
principles, such as X theory and Econamy of Expresson in c-structure and
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Completeness (Extended) Coherence, and Uniquenessin f-structure. On the
other hand, themodu esarerelated to ead other by projedionfunctions, thus
allowing c-structure to (for example) be influenced by f-structure. The
autonamy that these modu es have isthusalimited autonamy. Similarly, we
have made referenceto additional potential dimensions of language, such as
information structure. Information structure, whatever it looks like, will be
related to ore or more syntadic level of representation, and rules of syntax
can thus potentially be governed by information structure (communicative)
properties.

Similarly, LFG alows bath internal and external explanation. The
existence of corresponcence between syntadic structures and information
structure opens up the passhility of explaining some syntadic patterns by
referenceto communicative functions. We have already seen one exampl e of
thisin our discusson d relative dauses, where the syntadicdly assgned
grammatica function TOPIC maps to a representation with certain informa-
tional properties (such as givenness), resulting in its incompatibility with
presentational constructions(i.ethose presentingel ementsthat arenew tothe
discourse) such as the there construction.

LFG thus opens the way for lingustics to grow beyond the formali st/
functionalist bifurcation, with a functionall y-sensitive formalism. It allows
asingle theory to expressthe generali zationswhich have been discovered by
lingusts from both sides of the grea divide.

85 ILFGA and Internet resources

Reseach in LFG is suppated by the International Lexicd-Functional
Grammar Association (ILFGA). ILFGA sporsors, diredly or indiredly,
severa Internet-based resources in LFG. These ae listed below, with the
URL of the relevant web site and the name(s) of the person or people
currently resporsible. Naturally, whil e the namesandthe URL s are acairate
asof the puldication of thistextbook both are subjed to change at any time.

® Therearetwo general websiteson LFG, with linksto other ontline LFG

resources:
http://www-1lfg.stanford.edu/1fg/
http://clwww.essex.ac.uk/LFG/

The Esex siteismaintained by Dougas Arnold andthe Stanford site by
Miriam Butt and Tracy Holloway King. Many LFG reseachers also
maintain their own “unofficial” LFG websites; most notably “Joan
Bresnan’s Unofficial Links and Notes on LFG/OT”, locaed at
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http://www-1lfg.stanford.edu/lfg/bresnan/unofficial-links.html
There is an LFG FAQ (“frequently asked questions’), maintained by
Mary Dalrymple, at:
http://www-1lfg.stanford.edu/1fg/lfg-information.html

The FAQ can aso be ordered by e-mail from
listserv@listserv.linguistlist.org

by sending a message reading

get fag.txt

It can also beretrieved by anonymous FTP from
ftp-lfg.stanford.edu

where it can be foundin the diredory

/pub/lfg/lfg-information

® |LFGA also hasan organizaiona website:
http://www-1lfg.stanford.edu/1fg/ilfga/
The ILFGA bulletin is edited by Miriam Butt. The bulletin is avail able
by e-mail from
listserv@listserv.linguistlist.org
by sending a message reading

get lfg-bulletin.txt

e |LFGA sporsors an annual international conference, organized by
Christopher Manning and Rachel Nordlinger. The procealings of past
conferences are avail able & the CSLI Publications website:

http://csli-publications.stanford.edu/hand/miscpubsonline.html

Information abou the upcoming conference is available & a site
reatable from the Essx LFG website and the ILFGA site.

® Thereisaweb-accessble bibliography d work in LFG, maintained by
Avery D. Andrews. It can be foundin various formats at:*
http://www-1lfg.stanford.edu/1lfg/bibliography.html
It can also be ordered by e-mail in plain text format by sendingan e-mail
to

listserv@listserv.linguistlist.org

3The bibliography and certain other documents can also be retrieved by anonymous FTP.
The FAQ has detail ed information.
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with the body d the email:
get lfg-bib.text

® Many LFG reseachers make their papers avail able on the Web. While
some dothisthroughtheir personal websites, it can also be dorethrough
the LFG Archive, also maintained by Avery D. Andrews.

http://www-1lfg.stanford.edu/lfg/archive/archfront.html

® |[saesin LFG are discussed eledronicdly throughthe LFG List, an
e-mail discussonlist sporsored by ILFGA operated throughthe Listserv
at the LINGUIST List, and maintained by Yehuda N. Falk. Many
conference annourcements are also distributed via the LFG List. Past
poststo thelist can berea at the list archive:
http://listserv.linguistlist.org/archives/lfg.html
One can subscribe to the LFG List onthe Web as well.
http://linguistlist.org/subscribing/sub-1fg.html
Alternatively, one ca subscribe by sending an e-mail to
listserv@listerv.linguistlist.org
with the body d the message reading
subscribe 1lfg firstname lastname
where you substitute your first name andlast namefor fi rstname and
lastname.

Additional readings

While this book has focused on the syntax itself, LFG reseachers have dso studied the
implications of LFG for other comporents of the grammar. For recent work on semantics and
LFG, seeDarymple, ed. (1999. On morphdogy, seg inter alia, Borjars, Vincent, and Chapman
(1997, Bérjars and Vincent (2000, and Spencer (2000.

LFG/OT has been explored in too many placesto list here. Two useful Internet resources,
both listed above, are the Stanford LFG site and Joan Bresnan’s Unofficial Links ste.

LFG has aso been the basis of many studies on computation and processng. A recent
pubicaionfrom one such projed (the ParGram projed) is Butt, King, Nifioand Segond(1999.
A data-oriented parsing approach to languege comprehension that uses L FG representations as
its basis (LFG-DOP) is discus=d in Bod (1999.

On all topics, the on-line proceeadings of the LFG conferencesare worth chedingout. The
conferences are the best way to stay abreast of developmentsin LFG.
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Appendix A

Glossary

We summarize here al the technicd terms introduwced in the text. The
number at the end d ead definition is the page on which the term is
introduced.

a-structur e— argument structure, a representation of the syntadic functions
seleded by a predicate, most of which fill thematic argument positi ons.
(14

adjoined— a c-structure configuration in which an X anda 'Y combine to
form alarger X (linea order irrelevant). Adjuncts and some dements
with discourse functions are typicdly adjoined. (35)

anaphor— a syntadic element that is referentially dependent on ancther
element, subjed to syntadic constraints. In LFG usage, theterm anaphar
ismoreinclusivethanin recent derivational usage, andincludes personal
pronours. (174)

anaphoric contr ol—acontrol constructioninwhichthe“missng’ embedded
SuBJisan f-structure pronoun (119

annotated c-structure— a c-structure with functional equations associated
with the nodes. (69)

argument functions- the grammaticd functions expressng the aguments
of predicaes. (55)

asymmetrical languages-languagesinwhich, asin Engli sh, thetwo objeds
of aditrangtive exhibit different syntacic behavior. (94)

attribute-value matrix—atabular representationof attributes (functionsand
feaures) andtheir values. InLFG, f-structureisconventionally drawn as
an attribute-value matrix. (12)

AVM - seeattribute-value matrix.(12)

c-structur e—constituent structure, arepresentation of the unitsthat make up
the overt form of asentence The primiti vesof c-structure are categories,
immediate dominancerelations, and adering relations. (10)
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categor y— classes of words and phrases, which determine morphdogicd and
c-structural properties. (33)

clause nucleus- anather name for nucleus. (175

closed— grammaticd functions in which all grammaticad dependents are
suppied within the function (124)

co-heads- two or more c-structure heads which are joint f-structure heads of
acondtituent, such asthe D and N inaDP, or the C, |, and V in a CP.
(39

coher ent—description of an f-structure in which all meaningful elementsare
integrated into the meaning d the sentence. (59)

complement functions- argument functions which are not also owerlay
functions (i.e. argument functions other than suBJ). (58)

complement position— a ¢structure position which is a sister of the head.
Elements in complement position d a lexicd heal generaly have
complement functions, while elements in complement position of a
functional category are usually co-heads. (35)

complete— description d an f-structure in which al argument functions
seleded by the PRED feaure of the heal are present. (59)

complete (clause) nucleus- a (clause) nucleus containing the attribute SUBJ.
(178

complex predicate- a single f-structure predicate composed of more than
ore lexicd predicde. (95)

configur ational—languages in which grammaticd functions are encoded in
c-structure mnfigurations, with the suBJ outside of the VP and the 0BJ
inside. (22)

constituent—a string d elements in c-structure that form a unit. (33)

constraining equation— a functional equation that requires an attribute to
have aparticular value. (76)

constraint-based— a description of theories of linguistic structure in which
grammaticdity is a result of fulfilling the requirements of multiple
simultaneous constraintsrather than beingaresult of alinea derivation.
9)

constr uctive mor phology—the use of infledional morphemes, such asCase,
to require that a particular constituent bea a particular function.
Constructivemorphdogyworksthroughthe use of inside-out existential
requirements. (79)

control—asused in LFG, any construction in which the suBJ of a norfinite
clause is omitted and understood as being identica to some dement
higher in the sentence. This corresponds to bah “control” (equi) and
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raising constructionsin GB/MP terminology. (117)

control equation— a lexicd spedfication, part of the lexicd entry of a
functional control predicate, which identifies an argument with the
XCOMP' s SUBJ. (132

contr ollee— the missng embedded suBJin a control construction. (117)

controller—the expressed element in the higher clausein acontrol construc-
tion with which the missng embedded suBJisidentified. (117)

cor e functions- the more strictly syntadic argument functions (SuBJ, OBJ,
0BJ,), which are not explicitly tied to thematic rolesand are invaved in
syntadic rules. (56)

correspondence— a relation between elements at different levels of
representationin a parall el architecture theory. (23)

defining equation—afunctional equation that establi shes a particular value
for an attribute. (75)

discour se functions— grammaticd functions that expressrelations between
participantsin a sentence and the larger discourse in which the sentence
is embedded. (57)

endocentric—aphrasal constituent with a cstructure head. The property of
having a cstructure head is cdled endocentricity. (42)

endocentric or ganization— a form of organizaion wsed in some languages
where highly hierarchicd X c-structures are used and grammatica
functions are encoded configurationally. (48)

equi—a mntrol construction in which the controll er is a thematic agument
of itsclause. (In GB/MP, thisiscdled “control”.) (118

exocentric—aphrasal constituent with noc-structure heal. The property of
lacking a cstructure head is cdled exocentricity. (48)

extraction— another name for a long-distance dependency construction.
(149

f-command- a structural relation in f-structure, correspondng to the
c-structure relation o c-command. (122

f-description— a series of smultaneous functional eguations which express
all the functional relationsin a sentence. (66)

f-pr ecedence— arelation between f-structure elements based on precedence
at c-structure. (64)

f-structure— functional structure, a representation d the grammaticd
functions and feaures expressed by a sentence. (11)

filler—thehigher functioninalong-distancedependency, usuall y represented
in c-structure by an element in a spedfier or adjoined pasition. (145

functional categories—in X theory, categories of words which contribute
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formal feaures (such as TENSE) to their phrases. In LFG, members of
functional caegorieslad the PRED fedure. (37)

functional control— a predicational construction, formalized in LFG as a
control constructionin which the missngembedded susJisfunctionally
identified with an element of the higher clause. (126)

functional equation— an expresgon, in the form of an eguation, of the
functional relation between two nodesin c-structure. (67)

functional uncertainty—the licensing of adependency throughafunctional
equation with an infinite number of potential solutions. (148

gap—the lower functionin along-distancedependency construction, usually
amissng element (or empty category) in c-structure. (145

gener ative grammar— seegener ative linguistics (1)

generative linguistics— an approach to the study d linguistics that has its
origins in the pioneaing work of Noam Chomsky in the 195Gs.
Generative lingu stics attempts to develop pred se mathematicd models
of lingustic knowledge which correspondto the mental representations
of language. LFG is a generative theory. (1)

grammatical function—function, or role, of an element of syntax, such as
“subed” or “adjunct”. (10)

grammaticized discour se functions— a more spedfic name for discour se
functions. (57)

head— the word in a phrase which determines the bulk of the phrase's
grammatica properties, espedaly caegory. By extension, the word
which contributes a phrase’s PRED fedure can be cdled its f-structure
head. (35

immediate dominance (D) rules- rules which licence immediate domi-
nance relations. In LFG, they also asociate structural positions with
grammaticd functions. (46)

incoherent— description of an f-structure in which na al meaningful
elements are integrated into the meaning d the sentence. (59)

incomplete— description of an f-structure in which at least one agument
function seleced by the PRED feaure of the head is absent. (59)

inside-out— a method of designating a function in f-structure by defining a
path ouwards throughthe f-structure. Thisisthe f-structure equivalent
of battom-up. (79)

Kleene plus-the ‘™ in X*. X" means ‘at least one X, maybe more'. (46)

Kleene star—the**’ in X*. X* means ‘any number of X, including possbly
zeo'. (45)

lexical categories- in X theory, caegories of words (and the phrases
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projeded from them) which generall y contribute semantic content tothe
syntadic structures of which they form apart. Thelexicd caegoriesare
generally consideredtobeV, N, P, A, and ADV. In LFG, most members
of lexicd categories are lexicdly marked with the PRED fedure. (34)

lexical for m— the f-structure representation of a predicae and the argument
functionsit seleds (its a-structure). (14)

lexical integrity— an ideawhich typifies lexicdist theories, acwrding to
which theinternal structure of wordsisinvisibleto rulesof thesyntadic
comporent. In LFG, the Lexicd Integrity Principle constrains c-struc-
ture. (4)

Lexical Mapping Theory (LMT)- the LFG theory of the mapping o
arguments of a predicate to the syntax. (96)

lexocentric organization— a form of organizaion wsed in some languages
where flat c-structures are used and grammaticd functions are encoded
morphdogicdly. (48)

linear precedence (L P) rules—ruleswhich spedfy thelinea order of sister
congtituentsin c-structure. (46)

long-distance dependency—aconstructioninwhich asing eelement hastwo
functionswhich canbeinfinitely far apart. Inderivational theories, long
distance dependencies are modeled as wh movement. (145

m-structure— posdble additional level of representation in which inflec
tional feaures are spedfied. (86)

metavariables- the symbads T and |, used in defining the functiona
relationships between c-structure positions. The metavariables are
general referencesto c-structural positi ons; inthe descriptionof anacual
sentence, they are replaced by variables. (69)

monotonic— refers to the building up of information (such as a lingustic
representation) by successvely addinginformation, withou changingor
destroying anything. (9)

nonar gument functions- the grammatica functions that expressrelations
other than argumenthood (56)

nonconfigurational— languages in which grammaticd functions are not
encoded in c-structure @nfigurations. Such languages typicaly do not
have aVP congtituent. (22)

noncor e functions-the argument functions (primaril y the oL, family) that
generally are marked owertly with their thematic role. (56)

nonterm functions— another name for noncor e functions. (56)

nonnuclear— anaphars that may nat be boundin the minimal nucleus (or
minimal complete nucleus) containing them. (177)
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nuclear— anaphars that must be boundin the minimal nucleus (or minimal
complete nucleus) containing them. (177)

nucleus- thase elements of an f-structure comprising an argument-taking
PRED and all the agument functionsit seleds. (175

oblique— an argument whaose role (usualy thematic role) is explicitly
marked, either by a preposition a by a semantic Case. In LFG, the
obligue functions are treaed as a classof grammaticd functions OBL,,.
(14

off-path constraints— constraints that limit functions ona path by disall ow-
ing them from containing certain attributes. (183

open— a predicaive function, one from which the suBJ is absent and
functionally identified with an element of the higher clause (functional
control). The open functionis cdled XxcompP in LFG. (124)

over lay functions-grammaticd functionswhich serveclause-external roles,
such as linking participants to other clausesin the sentence (SuUBJ) or to
other parts of the discourse (discourse functions). (57)

outside-in— a method of designating a function in f-structure by defining a
path inwardsthroughthe f-structure. Thisisthef-structure equivalent of
top-down. (79)

parallel—adescription d the achitecure of a theory of language in which
diff erent dimensionsof lingu sticinformationarerepresented at diff erent
levels of representation with dff erent primitives and principles. (23)

&— the mapping from c-structure to f-structure. (64)

phrase—ac-structure groupng of elements (constituent) whichistypified by
its ability to appear in different positions in a sentence with the same
internal structure. (35)

phrasestructurer ules—atraditional formal devicefor li censingc-structures.
Althoughmuch work in LFG uses phrase structurerules, in thisbookwe
fador them into ID rulesand LP rules. (44)

pr oj ection—a c-structure entity consisting of aword (the head) and elements
that relate to it (arguments, adjuncts, spedfier). A projedion can be a
phrase or an intermediate “X"” projedion. (35)

projection architecture— the property of LFG under which the various
representations are related by correspondence. The representations
related are cdled “projedions’; thisis a diff erent use of the term from
the X theoretic use dove. (24)

raising— a ontrol construction in which the @ntroller is nat a thematic
argument of its clause. (118

rank— the relative prominence of an element of a clause. Prominence at
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f-structureisdefined by positionontherelational hierarchy, prominence
at a-structure is defined by the thematic hierarchy, and prominence at
c-structure is defined by linea order. (173

relational hierarchy— the relative prominence of argument functions, as
shown bytheir respedive accesbility to syntadic manipulation. (56)

restricted— an argument function which is gedfied as to thematic role,
either by being a norcore function or (in the cae of 0BJ) by the
mapping rules of the language. (103

specifier position—astructural pasition, the daughter of a phrasal node and
sister of an intermediate “X'”. (39)

suppr ession—the nommappingto the syntax of an argument inthea-structure.
(107

symmetrical languages— langueges in which, unlike in English, the two
objeds of a ditransiti ve behave the same syntadicdly. (94)

term functions- anather name for cor e functions. (56)

thematic hierarchy— relative prominence of arguments based on their
thematic roles. (100

thematic (6) r oles—informal descriptionof conceptual/semantic participant
roles, commonin generative studies. (97)

theta-hat (6)— the thematicaly most prominent argument of a predicate,
traditionally cdled “logicd subjed”. (103

unbounded dependency— ancther name for a long-distance dependency
construction. (145

unification— the merging d feaures from diff erent sources which relate to
the same lingustic entity. Unificaion is a formalism which is an
alternative to movement as away of acourting for the “displacement”
of lingustic dements. (18)

variable- in the c-structure—f-structure mapping, a temporary name which
can be used to refer to acorrespondng c-structure node and f-structure.
(65

X (X-bar) theory—A restrictive theory of endacentric c-structure categories,
acording to which phrasal caegories are projeded from lexicd
caegories. (34)
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Appendix B

A Minigrammar of English

Throughout thistextbook we have devel oped parts of a grammar of English.

In this appendix we collect all the rules and lexical entries we have devel-
oped.

IDrules

Functional maximal projections

CP_ XP , C
(TorR =l

(L PRON) = wH

(Tsugy) = L
= (T TENSE)
(L pcase) = oBL__

DP
NP

cP( -
PP

(Tsusny=4 T=1
((T DF) = \L)

205
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DP - DP , D
(Tross)=d  T=1
(T DEF) =+

({ casE) =_ GEN

Functional single-bar projection

{s
cC- C .{IP
VP

T=1l T=1

' 1, VP
T=l T=1

D- D, NP
T=0 T=1

Lexical phrases
NP- N pp* CP

1=L Td PCASE)):sL, (T comp) =1
VP —
Vo, E@* , XP PP

t=1 (1[+0]) =1 (txcomP)=1 (1(LPCASE)) =1
- (L TENSE)

InN[]
wn 'U[ES
O

(tcomp) = |
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CP
AP~ A | PP* , P
S

T=l (T (prcase)=4 (T comp)=1

DP P
PP P, {NP} , PP , {s}

T=l (Tos)=! (T {rcase)=1 (T comp)=1|

Adjunction ID rules

PP

XP_. XP, AP , XPalexicd caegory
ADVP

=1 lOan))

CP
NP- NP , P
S

T=1 L 0 (T apa)

(( oPER PREY = ‘PRJ)

IP- XP , 1P
(ToF) = | T=1

(! GF* PRON) # WH

Conjunction rule

XP_ XP* CONJ XP
o7 o7
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Empty category rule

XP- e
comp
T = (({xcomp!t* cF T) DF)
OBL
[¢]
LPrules
X% initial
DP < PP
CP
PP (< final
P
SPEC initial
A AP
ADVP Pp
OBJ <; OBJ,

Lexical Mapping Theory
6-structur e to a-structure mapping

nongpopasitional Patients and Themesmap to [-r]

“secondary” nongropasiti onal Patientsand Themes(in English, nornt
Patient Themes) map to [+0] as amarked ogion

propasitional arguments map to [+c].

nonTheme/Patient arguments map to [- 0]

a-structureto f-structur e mapping

suBJ Mapping1: A [-0] argument which is& mapsto SUBJ
SUBJ Mapping 2: [-r] may map to suBJ.
NonsuBJ Mapping: Add paitive values of feaures where possble.
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Well-Formedness Conditions

Function-argument biuniqueness Each a-structure role arresponds to a
unique f-structure function, and ead f- structure function corresponds to
aunique astructure role.

The Subject Condition Every verb must have asusJ.

Operationson a-structure
Resultative Formation
(..) = (..., XxCcOMP) (T [-r]) = (T XCOMP 2UBJ)
(XcomP has resultative semantics)
Passivization
)
Do na map 6 to the syntax. (Often written: | )
]

Extraposition

(o [+C] ) > [70] (o [+C] )
(T [-0] FORM) =it

Raising-to-Subject

{[+c]) = [-0] {(xcomP)

Empty pronoun rule (Engli sh-spedfic version)

Addtheoptional equation (T SUBJPRED) =‘PRO’ to the lexicd entry of averb
without the feaure TENSE.
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Functional Control Rule

If (T xcomP) ispresent in alexicd form, add the eguation:
(T CF) = (T XComP 9UBJ)

L ong distance dependency rule
Add the optional equation

OBLe

comp
(toF)= (TsuB) = (T oF) = (T {xcow}* SuBJ)

to the lexicd entry of averb.

Lexical entries

a

agree
believe
believe

believe

did

dinosaur

gailla’'s

green

D

< < < <

I/C

(T DEF) = -
(T NUM) =SG

(T PRED) = ‘agree((T suBJ) (T comp))’
(T PRED) = ‘believe ((T suBJ) (T 0BJ))’
(T PRED) = ‘believe ((T suBJ) (T comP))’

(T PRED) = ‘believe ((T suBJ) (T xcomP), (T 0BJ)’
(T oBY) = (T XCOMP 3UB))

(T TENSE) = PAST
C=(TTYPE)=Q

(T PRED) = ‘dinasaur’
(T NUM) =SG

(T PRED) = ‘gorill &
(T NUM) =SG

(T CASE) =GEN
(PossT)

(T PRED) = ‘gree’



hamsters

has(aux)

have(aux)

help

him

himself

house

keep

c/
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(T PRED) = ‘hamster’
(T NUM) =PL

(T ASP) = PERF

(T TENSE) = PRES

C=(TTYPE)=Q

(T PART) =, PAST (perhaps dated at m-structure)

(T ASP) = PERF
(T PART) =, PAST (perhaps dated at m-structure)

(T PRED) = "help (T suBJ) (T 0BJ) (T XCOMP))’
(T oBY) = (T XCOMP 2UB))

=(T XCOMP RART)

[-NJe & (o (T xcomP)) (note: [-N] =V or P)

(T PRED) = ‘PRO’
(T NUM) =SG
(T GEND) = MASC

(( oF* corFT)crinbex) # (T INDEX)
- (- PRED)

(T PRED) = ‘PRO’
(T NUM) =SG
(T GEND) =MASC

( 6F*  erFT)cerINDEX) = (T INDEX)
- (- suB))

(T PRED) = ‘howse’
(T NUM) =SG

(T PCASE) = OBL
(T PRED) = ‘keep ((T suBJ) (T 0BJ) (T XCOMP))’

(T oBJ) = (T XCOMP 9UBJ)
(T XCOMP PART) =; PRES
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keep \% (T PRED) =
‘kegp-tabs-on{((T suBJ) (T OBL,, OBJ), (T OBJ)’
(T OBJFORM) =, ‘tabs

might I/IC (T TENSE) = MIGHT
C=(TYPE)=Q

put \% (T PRED) = ‘put {(T suBJ) (T 0BJ) (T OBL,.)

seem \% (T PRED) = ‘seam {(T comP)) (T suBJ)’
(T SUBJFORM) = . it

seem \% (T PRED) = ‘seam ((T Xxcomp)) (T suBJ)’
(T suBJ) = (T XCOMP UBJ)
N ¢ A (6t (T XCOMP))

sell \% (T PRED) = ‘sell {(T suBJ) (T 0BR2) (T OBY))’
sell \% (T PRED) = ‘sell {(T suBJ) (T 0BJ) (T OBLg,, OBJ))’
summer N (T PRED) = ‘summer’
(T NUM) =SG
tabs N (T FORM) = ‘tabs
(T NUM) =PL
that C (T TENSE)

(T suBJ) = ((GF* 1) GF)
((T OPER) = (T SUBJ)
(T TYPE) = DECL |REL

the D (T DEF) = +
to P (T PCASE) = OBLgoy
to C =(T TENSE)

((T oPER) = (T TOPIC))
(T TOPIC) = (T suBJ)
(T TYPE) = DECL |REL |Q



try

what

which

will

D

D

I/IC
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(T PRED) = ‘try {(T suBJ) (T xcomp))’
(T suBJ) = (T XCOMP UBJ)
Ce A (o (T XComP))

(T PRED) = ‘PRO’
(OFT) TYPE)=Q
(T PRON) = WH

(T PRON) = WH
((DF 1) TYPE) = REL = (1 PRED) = ‘PRO’

(T TENSE) = FUT
C=(TYPE)=Q
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